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1 Introduction

In RAN2#106, the following agreement has been reached
Agreements on NR SL QoS and SLRB configurations: 
1: 
Stick to SI phase conclusion that SLRB configurations should be NW-configured and/or pre-configured for NR SL.

2:
For an RRC_CONNECTED UE, for transmission of a new PC5 QoS flow, it may report the QoS information of the PC5 QoS flow via RRC dedicated signalling to the gNB/ng-eNB. FFS on the exact timing about when UE initiates.

3:
For an RRC_CONNECTED UE, the gNB/ng-eNB may provide SLRB configurations and configure the mapping of PC5 QoS flow to SLRB via RRC dedicated signalling, based on the QoS information reported by the UE. The UE can establishes/reconfigures the SLRB only after receiving the SLRB configuration. FFS when the UE establishes/reconfigures the SLRB.

4:
FFS what the reported QoS information is (e.g. PFI, PC5 QoS profile, etc.) and what is used to realize the PC5 QoS flow to SLRB mapping (e.g. PFI to SLRB mapping, QoS profile to SLRB mapping, etc.), depending on SA2 conclusion on how PFI is assigned.

5:
For RRC_IDLE/INACTIVE UEs, the gNB/ng-eNB may provide SLRB configurations and configure the PC5 QoS profile to SLRB mapping via V2X-specific SIB. When an RRC_IDLE/INACTIVE UE initiates the transmission of a new PC5 QoS flow, it establishes the SLRB associated with the PC5 QoS profile of that flow based on SIB configuration.

6:
FFS how to describe each PC5 QoS profile in the SIB, pending SA2’s final conclusion on what PC5 QoS parameters are included in a PC5 QoS profile.

7:
For OoC UEs, SLRB configurations and the mapping of PC5 QoS profile to SLRB are pre-configured. When an OoC UE initiates the transmission of a new PC5 QoS flow, it establishes the SLRB associated with the flow based on pre-configuration.

8:
FFS what is used to realize for PC5 QoS flow to SLRB mapping in pre-configuration (e.g. PFI to SLRB mapping, QoS profile to SLRB mapping, etc.), depending on SA2 conclusion on how PFI is assigned.

9:
For SL unicast of a UE, the NW-configured/pre-configured SLRBs configurations include the SLRB parameters that are only related to TX, as well as the SLRB parameters that are related to both TX and RX and need to be aligned with the peer UEs.

10:
For SL unicast, the initiating UE informs the peer UE of SLRB parameters that are related to both TX and RX and need to be aligned with the peer UEs. FFS on the detailed parameters.

11:
For SL unicast, do not allow a UE to configure “SLRB parameters only related to TX” for the peer UE in SL via PC5 RRC message. FFS how to handle SRLB parameters only related to RX.

12:
For SL groupcast and/or broadcast, the NW-configured/preconfigured SLRBs include the SLRB parameters that are only related to TX.

13:
Those SLRB parameters which are related to both TX and RX and thus need to be aligned between a UE and all its peer UE(s) should be fixed in the Spec for SL groupcast and broadcast.

14:
For SL broadcast, how to set SLRB parameters only related to RX is up to UE implementation. FFS for groupcast case.

15:
SLRB configurations should be (pre-)configured for SL unicast, groupcast/broadcast separately (e.g. SLRB-ConfigForUnicast, SLRB-ConfigForGroupcast, SLRB-ConfigForBroadcast). FFS on the need of separate SLRB configurations between groupcast and broadcast.

In this contribution, we discuss the left issues for SLRB configuration characteristic.
2 Discussion
2.1 QoS-to-SLRB mapping 

2.1.1 UL QoS parameter report in SUI
For RRC_Connected UE, the QoS parameter for each flow has to be reported to network. This per-flow QoS reporting is different from LTE-V2X, where the PPPR reporting is per-UE. Considering this change, and in order to support flexible
· QoS flow addition

· QoS flow release

· QoS flow modification

One solution is to apply the ToAddModList/ToReleaseList, which originally defined for DL signalling, but is to apply to UL signalling. Correspondingly, the elementId (as in the example below can be used in DL signalling for flow-to-SLRB mapping configuration).
[image: image1.png]fexauple/ ASNISTART

AnBxampleTs ::=
elenentsTohddloaLizt
elenentsToReleaselis

Blement ::= szau:
elenentIa
aFiela
anotherField

ElenentIa

naxlizoElenents
naxlizoELenent -1

-~ Jexauple/ ASNLSTOP.

ssquamcE (
szqumncE
o SEQUENCE

(SIZE (1. maxiizofElenencs))
(STZE (1. maxtizofElenencs))

BHCE (
ElemencId,
THTEG R (0..16777215) ,
OCTET STRING,

TNTEGER (0. .maxiizofElenencs-1)

INTEGER ::= SO

TNTEGER ::= 45

0F Element
0F ElenentIa

oprIONAL,
opTIONAL,

Nesa 10
Nesa 10




Proposal 1 Use ToAddModList/ToReleaseList for pre-flow QoS parameter reporing in SUI message.
2.1.2 DL QoS-to-SLRB mapping configuration in SIB
For RRC_Idle/Inactive UE, since there is no QoS parameter reporting to refer to, one can only include QoS parameter directly in SIB. However, as discussed in [107#74], one proposal is to define a RAN-aware index to avoid including QoS parameter directly in SIB, mainly due to signalling overhead concern.
· For QoS characteristics (resource type, priority level, PDB, PER, averaging window, MDBV), this method has been implemented by defining the standardized PQI, but this is anyway not applicable to non-standardized PQI.
· For flow-bitrate/link-bitrate and range, this is not doable since both can be arbitrary values, i.e., one can restrict the combination of (PQI, bitrate, range) like for standardized PQI definition.
The only way to reduce signalling overhead for
· PDB/PER/MDBV, limited to non-standardized PQI;

· Bit-rate values, for flow and for link;

· Range

Is to define limited number of code-point to cover the infinite values, e.g., like we did in LTE for congestion control table, one can restrict the input value, e.g., PPPP and CBR, to be a range, in order to avoid high signalling overhead.
Proposal 2 RAN2 does not pursue the mapping between SL QoS parameter and an index.
The only problem is on non-standardized PQI, for which too many parameters are needed. For this, we can rely on default SLRB to avoid QoS characteristic related signalling.

Proposal 3 The QoS-to-bearer mapping does not address non-standardized PQI value, which is to be mapped to default SLRB.
2.2 SLRB configuration for the QoS parameters

Till now, only standardized values of PQI are specified, which includes the following aspects, and the related effect are addressed correspondingly.
2.2.1 Priority level

As agreed by SA2

The Priority Level has the same format and meaning as that of the ProSe Per-Packet Priority (PPPP) defined in TS 23.285 [8]. 

NOTE: Using the same format for Priority Level and PPPP provides better backward compatibility. 

RAN2 can proceed correspondingly, i.e., use the 8 values of priority, exactly the same way in LTE-V2X, e.g., for UL/SL prioritization, LCP, BSR, sensing procedure, reporting in UAI and etc. The only difference is that it is the LCH priority that is to be used in AS-layer instead of the priority level in PQI.
Proposal 4 Use per-SLRB configured LCH-priority like PPPP in LTE-V2X as baseline.
2.2.2 Delay Budget
Different from LTE-V2X, for NR-V2X, the PDB is defined in concrete values, e.g., 3 / 10 / 20 / 50 / 60 / 75 / 100 / 150 / 200 / 300 ms, instead of relative value derived from the value of PPPP in LTE-V2X. This is used in legacy procedure like T2 derivation.

For this value, AS-layer has to derive the PDB from the QoS parameter associated with each flow directly.
Proposal 5 Use PDB value in PQI similar to PDB in LTE-V2X.
2.2.3 PER
Different from LTE-V2X, for NR-V2X, the reliability requirement is defined via concrete value of PER, instead of PPPR as defined in LTE-V2X, e.g., 10^-1/2/4/5. This is used in procedure of duplication control, which however is fully up to (pre-)configuration.
Proposal 6 Rely on per-SLRB configuration for PDCP duplication control.
2.2.4 MDBV

MDBV is defined in SA2 as follows:

5.7.3.7
Maximum Data Burst Volume

Each Delay Critical GBR QoS flow shall be associated with a Maximum Data Burst Volume.

Maximum Data Burst Volume denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB (i.e. 5G-AN part of the PDB). The Maximum Data Burst Volume may be signalled with 5QIs to the (R)AN, and if it is not received, a standardized value applies (for standardized 5QIs the value in the QoS characteristics Table 5.7.4) applies.

One proposal is to enforce the MDBV via MCS selection, yet it is not clear in the sense that

· It is not reasonable to enforce it via max MCS level, since higher MCS level in case of good channel quality can help to improve resource efficiency, and secure QoS in a better way, i.e., easier to reach MDBV requirement.

· It is not reasonable to enforce it via min MCS level, since lower MCS level in case of bad channel quality can help to adapt with channel quality variation, and thus avoid re-transmission as much as possible. Higher MCS level can be used after channel quality recovers.

Observation 1 It is not clear how one can restrict MCS level to enforce MDBV requirement.

Proposal 7 No RAN2 stage-3 work is needed for MDBV enforcement.
2.2.5 GFMR/MFBR/LINK-AMBR
For GFBR, it is more meaningful for mode-1, where the resource is under network control. But for mode-2 where the resource is contention-based, there is no way to guarantee the bit rate. What one can do is only to balance the data rate between different flows, e.g., using PBR/BSD during LCP procedure. 

According to RAN2#106, 

4:
Uu like starvation avoidance mechanism is applied to LCP.

Observation 2 Starvation avoidance can be used to enforce GFMR requirement.

The issue here is since the bit-rate requirement can be of arbitrary value, how for SIB to perform the PBR/BSD configuration for each SLRB
· In case of default SLRB, there is no control on the bit-rate requirement on the QoS parameter;

· Even for dedicated SLRB, there is a possibility that network only restrict the PQI of flows mapped to the bearer, but not restrict the bit-rate requirement.
One solution is disable starvation avoidance scheme in this case, e.g., configure PBR to be infinity value.
Proposal 8 Leave the configuration of bit-rate in QoS-to-bearer mapping to network implementation, and RAN2 discuss how to configure PBR/BSD value if bit-rate is not configured in QoS-to-bearer mapping.

For link-AMBR and MFBR, currently, there are generally the functionality at network side, limited to stage-2.

5.7.2.5
Flow Bit Rates

For GBR QoS Flows, the 5G QoS profile additionally include the following QoS parameters:

-
Guaranteed Flow Bit Rate (GFBR) - UL and DL;

-
Maximum Flow Bit Rate (MFBR) -- UL and DL.

The GFBR denotes the bit rate that is guaranteed to be provided by the network to a GBR and Delay Critical GBR QoS Flow, over the Averaging Time Window. The MFBR limits the bit rate that is expected by a GBR QoS Flow (e.g. excess traffic may get discarded or delayed by a rate shaping or policing function at the UE, RAN, UPF).
GFBR and MFBR are signalled on N2 and N11 for each of the GBR QoS Flows.

5.7.2.6
Aggregate Bit Rates

Each PDU Session of a UE is associated with the following aggregate rate limit QoS parameter:

-
per Session Aggregate Maximum Bit Rate (Session-AMBR).

The subscribed Session-AMBR is a subscription parameter which is retrieved by the SMF from UDM. SMF may use the subscribed Session-AMBR or modify it based on local policy or use the authorized Session-AMBR received from PCF to get the Session-AMBR, which is signalled to the appropriate UPF entity/ies to the UE and to the (R)AN (to enable the calculation of the UE-AMBR). The Session-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows for a specific PDU Session. The Session-AMBR is measured over an AMBR averaging window which is a standardized value. The Session-AMBR is not applicable to GBR QoS Flows. In downlink direction, the Session-AMBR is enforced by the UPF. In uplink, the Session-AMBR is enforced by both the UE and the UPF.
Each UE is associated with the following aggregate rate limit QoS parameter:

-
per UE Aggregate Maximum Bit Rate (UE-AMBR).

The UE-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows of a UE. Each (R)AN shall set its UE-AMBR to the sum of the Session-AMBR of all PDU Sessions with active user plane to this (R)AN up to the value of the subscribed UE-AMBR. The subscribed UE-AMBR is a subscription parameter which is retrieved from UDM and provided to the (R)AN by the AMF. The UE-AMBR is measured over an AMBR averaging window which is a standardized value. The UE-AMBR is not applicable to GBR QoS Flows. The (R)AN enforces the UE-AMBR in both downlink and uplink.
NOTE:
The AMBR averaging window is only applied to Session-AMBR and UE-AMBR measurement and the AMBR averaging windows for Session-AMBR and UE-AMBR are standardised to the same value.
Therefore, a similar way can be adopted, i.e., stage-2 description can be used, without need of further stage-3 work.

Proposal 9 Besides starvation avoidance, no further RAN2 stage-3 work needed for GFBR, link-AMBR and MFBR enforcement.
2.2.6 Range
According to the latest SA2 LS

Question to RAN1 and RAN2: SA2 has been discussing the use of Range parameter in the context of V2X services. Current proposal being discussed in SA2 is as follows (not agreed):

“The Range value indicates the applicability of the PC5 QoS parameters in PC5 communication, i.e. when the receiving UEs are not within the Range specified distance from the transmitting UE, the communication is best effort, Lower layer (PHY/MAC layer) may use the Range to determine the corresponding packet handling, e.g. HARQ. to achieve the QoS guarantee indicated by PC5 QoS parameters.  

Range is in the unit of meters. UE is configured with the maximum Range value it can use for a particular V2X service. A V2X service may choose to use a lower range value. 

Range is only used for unicast and groupcast communication over PC5 reference point.”

SA2 would like RAN1 and RAN2 to provide feedback on the above description as well as if they can provide additional information on the use of the Range parameter in order for SA2 to progress the work.

RAN1 replied as follows

Based on this agreement, RAN1 confirms that the SA2 proposal is in line with the use of the Range parameter in the physical layer operation for groupcast. RAN1 has not identified any use for the communication range for unicast so far. RAN1 will inform SA2 if any related agreements are made for unicast.

According to RAN2 agreement

For Sidelink groupcast, different destinations (i.e. each Destination Layer 2 ID targeting specific group or groupcast service) are not multiplexed into the same MAC PDU. 

And according to SA2 conclusion

For group-cast mode of V2X communication over PC5 reference point, the V2X application layer may provide group identifier information. When the group identifier information is provided by the V2X application layer, the UE converts the provided group identifier into a destination Layer-2 ID. When the group identifier information is not provided by the V2X application layer, the UE determines the destination Layer-2 ID based on configuration of the mapping between service type (e.g. PSID/ITS-AID) and Layer-2 ID, as specified in clause 5.1.2.1.
Therefore, as long as the range requirement is not destination address specific, i.e., if range is not a per-group requirement, there would be different range requirement for a same group communication:

· From RAN2 perspective, the only possible impact is on LCP, which howvever anyway cannot help treat different range requirement separately, since one anyway has to merge different range requirement into the same bearer, considering the granularity of range requirement is meter.
· From RAN1 perspective, the possible impact is on MCS and power setting, which can be decided by range 
Proposal 10 Leave the configuration of range in QoS-to-bearer mapping to network implementation.
2.3 SLRB configuration for PC5-S/PC5-RRC message

Similar to broadcast and groupcast case, before the PC5-RRC procedure of AS-layer configuration, the RX UE cannot get dedicated configuration from TX-UE, for the reception of PC5-S and PC5-RRC message. So it is straightforward to apply the SLRB configuration principle for broadcast / groupcast for PC5-S/PC5-RRC message TX and RX.
Proposal 11 For PC5-S/PC5-RRC messaged, the NW-configured/preconfigured SLRBs include the SLRB parameters that are only related to TX, and those SLRB parameters which are related to both TX and RX and thus need to be aligned between a UE and all its peer UE(s) should be fixed in the Spec. How to set SLRB parameters only related to RX is up to UE implementation. 
3 Conclusion
Based on the discussion in section 2 we have following observations:
Observation 1
It is not clear how one can restrict MCS level to enforce MDBV requirement.
Observation 2
Starvation avoidance can be used to enforce GFMR requirement.


Based on the observations, we propose:
Proposal 1
Use ToAddModList/ToReleaseList for pre-flow QoS parameter reporing in SUI message.
Proposal 2
RAN2 does not pursue the mapping between SL QoS parameter and an index.
Proposal 3
The QoS-to-bearer mapping does not address non-standardized PQI value, which is to be mapped to default SLRB.
Proposal 4
Use per-SLRB configured LCH-priority like PPPP in LTE-V2X as baseline.
Proposal 5
Use PDB value in PQI similar to PDB in LTE-V2X.
Proposal 6
Rely on per-SLRB configuration for PDCP duplication control.
Proposal 7
No RAN2 stage-3 work is needed for MDBV enforcement.
Proposal 8
Leave the configuration of bit-rate in QoS-to-bearer mapping to network implementation, and RAN2 discuss how to configure PBR/BSD value if bit-rate is not configured in QoS-to-bearer mapping.
Proposal 9
Besides starvation avoidance, no further RAN2 stage-3 work needed for GFBR, link-AMBR and MFBR enforcement.
Proposal 10
Leave the configuration of range in QoS-to-bearer mapping to network implementation.
Proposal 11
For PC5-S/PC5-RRC messaged, the NW-configured/preconfigured SLRBs include the SLRB parameters that are only related to TX, and those SLRB parameters which are related to both TX and RX and thus need to be aligned between a UE and all its peer UE(s) should be fixed in the Spec. How to set SLRB parameters only related to RX is up to UE implementation.
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