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1 Introduction
In the RAN#82 meeting, a new WI for Integrated Access and Backhaul was agreed and following objectives were specified for enhancements to L2 wireless transport [1].

· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.
And in the RAN2#105bis meeting, following agreements were achieved for IAB flow control.

· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS. 

In this paper, both hop-by-hop and end-to-end flow control mechanisms for downlink will be further discussed. And several additional approaches which can be employed to alleviate the impacts of IAB BH link is introduced in [2].
2 Discussion
Clearly, a flow control mechanism involves a transmitting node and a receiving node. In the SI stage, it was agreed to consider a flow control mechanism to address data congestion for downlink transmissions, where the receiving IAB node may feedback some informations for flow control to the IAB donor or parent IAB node. Upon receiving the flow control related information, the transmitting IAB node will control the rate of downlink data transmission to the receiving IAB node. For example in Figure 1, the IAB donor can forward UE1’s DL packet towards UE1 via IAB node 1, IAB node 2, and IAB node 3. Once the backhaul link between IAB node 2 and IAB node 3 suffers link congestion or even blockage, IAB node 2 or IAB node 3 needs to report the status of this abnormal condition to its parent node (IAB node 1) or the IAB donor which is responsible for executing flow control. Then IAB node1 or the IAB donor can stop feeding new DL data, until the congestion has been alleviated.
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Figure 1. Example scenario of flow control for IAB network
2.1 End-to-end flow control mechanism
As shown in the Figure 1, the BH link between IAB node 2 and IAB node 3 suffer link congestion or blockage. Based on the current F1-U based solution, IAB node 3 will send a DDDS frame to IAB donor with per UE DRB level feedback. While it cannot provide any information about which backhaul link is congested or blockage. As a possible solution, IAB node 2 can be used for reporting buffer status to IAB donor via F1-U signaling, then donor CU-UP will conduct some measures accordingly. Besides, BH RLC channel level feedback can be reported instead of UE DRB level, since UE DRB information may not be available for intermediate IAB node.

Proposal 1: Intermediate IAB node (i.e. the transmitting node of the congested BH link) reports buffer information to the IAB donor CU-UP in BH RLC channel level.

The solution in proposal 1 is straightforward and may need to setup extra GTP tunnel between intermediate IAB node and IAB donor. In order to reuse UE’s F1-U tunnel between access IAB node and IAB donor to report additional enhanced information, alternatively, access IAB node 3 can also be used for reporting the receiving status from backhaul link. Based on the receiving status and current transmission status, IAB donor can recognize whether the congestion was occurred in access link (link bewteen node 3 and UE) or backhaul link (link between node 2 and node 3). Thus, the donor CU-UP can deterine whether to throttle only the traffic to UE1 or both the traffic to UE1 and node 3.
Proposal 2:
Each access IAB node can report the receiving status of downstream packets via F1-U to donor CU-UP.
However, considering that the enhancements mainly focus on the F1-U interface. Therefore, a draft LS can be sent to RAN3 to further study the E2E flow control [3].
2.2 Hop-by-hop flow control mechanism
According to the email discussion, feedback in the BH RLC channel granularity was supported by most of the companies. In addition, either ingress BH RLC channel (between IAB node 1 and IAB node 2) or egress BH RLC channel (between IAB node 2 and IAB node 3) need to be further clarified. Since the parent IAB node (say IAB node 1) does not have the routing table in IAB node 2 then it cannot know that the DL traffic will be routed to which BH link by IAB node 2, and even more to which egress BH RLC channel. Therefore, flow control feedback information with egress BH RLC channel level is useless to the parent node. However, if ingress BH RLC channel based feedback which is the aggregated information (how to aggregate is IAB node implementation) of egress BH RLC channel at IAB node 2 is reported to IAB node 1, then IAB node 1 can work well based on this report by throttling the DL traffic towards the congested ingress BH RLC channel.
Proposal 3: HbH flow control feedback should be reported for each ingress BH RLC channel.
Several possible trigger condition options were present in the email discussion, as following:

a) Queuing delay threshold

b) Buffer size threshold

c) Up to congested IAB node implementation
d) Others

Based on the conclusion of email discussion, BAP was used to convey HbH flow control feedback information, then the time when to generate the BAP control PDU need to be specified. For the timer based option, i.e option a, periodic reporting for flow control may not be needed since only when the IAB node suffers congestion it needs to provide the feedback to the parent node to throttle the corresponding DL traffic. Therefore, event trigger based reporting is more reasonable for this motivation. In addition, downstream buffer size is supported by most companied as the candidate feedback information, and it is straightforward to use the buffer size as threshold to trigger the feedback. And only the RLC channel for which the downlink buffer size is above the configured threshold needs to be reported. Similar to the RLC layer status report and the DDDS mechanism, polling based feedback can be also considered as another candidate trigger condition.
Proposal 4: Event trigger based reporting (e.g. when buffer overflows) or polling can be considered as candidate trigger condition options for DL HbH flow control.
3 Conclusion and Proposals
In this contribution we further discuss hop-by-hop and end-to-end flow control mechanisms for IAB downlink. And we make the following observations and proposals:
Proposal 1: Intermediate IAB node (i.e. the transmitting node of the congested BH link) reports buffer information to the IAB donor CU-UP in BH RLC channel level.

Proposal 2:
Each access IAB node can report the receiving status of downstream packets via F1-U to donor CU-UP.
Proposal 3: HbH flow control feedback should be reported for each ingress BH RLC channel.
Proposal 4: Event trigger based reporting (e.g. when buffer overflows) or polling can be considered as candidate trigger condition options for DL HbH flow control.
4 Reference
[1] RP-182882. New WID: Integrated Access and Backhaul for NR. Qualcomm.
[2] R2-1910351, Congestion reporting and handling for IAB networks, Huawei.
[3] R2-1910340, Draft LS to RAN3 on E2E flow control.

2/3


IAB node 3
IAB donor
IAB node2
IAB node 1

UE1
Backhaul link
Access link
Link congestion/blockage



