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Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]One objective of the IIoT WID, revised in RAN#84 [1], is to specify means to address conflicts between overlapping PUSCH transmissions, aka data/data prioritization:
	2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


In [2], we compare the various framework alternatives and conclude that MAC-based prioritization (where only MAC-selected PDUs should be delivered to PHY) should be favored over PHY-based prioritization (where MAC delivers all PDUs to PHY). However, even with the former approach, different timeline options exist. For example, [3] proposes that LCPs of overlapping grants are run in sequence, in order allocation start time. Another option could as well be that they are run in order of received grants. Thus, in this contribution we specifically address the timeline of MAC-based prioritization.
Discussion
When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status, as opposed to running them in sequence, in order of either received grants or allocation start time [3]. For example, assume two overlapping grants (DG/CG or CG/CG) which UE is aware ahead of time, with data in the buffer. In such case, for a fair prioritization rule, the grants should be processed assuming the same buffer status. Because, if processed sequentially, when processing the first grant, some LCH data will be taken out of the buffer and the 2nd grant will be processed on the leftover data. The LCP will then consider different values of Bj thus resulting in potential different LCH(s) selection and, as a result, different highest priority value compared with running the LCP for that grant on the same buffer status as for the first grant.
Another drawback with the sequential processing of overlapping grants is that it will result in unnecessary delivery of MAC PDUs that will be further dropped. Indeed, as shown in Figure 1, there will be cases where high priority data is already available in the buffer when UE processes the earlier grant but the LCH such data is mapped on can only go in the later grant (e.g. because of shorter PUSCH). However sequential processing will ignore the 2nd grant when treating the 1st grant and will therefore generate and deliver the associated MAC PDU to PHY, and when processing the 2nd grant will prioritize it and cancel/drop the already delivered MAC PDU. We discuss in [2] the drawbacks of unnecessarily generating MAC PDUs to be further dropped, and this should be avoided as much as possible.


[bookmark: _Ref14879399]Figure 1: Sequential vs parallel prioritization example
[bookmark: _GoBack]Proposal 1: When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status.
A consequence of the above is that, in order to account for the freshest buffer status, when UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline[footnoteRef:1] (i.e. PUSCH – T’proc,2) of the grant allocation starting earlier (Figure 1). [1:  We use T’proc,2 to differentiate it from Rel-15 Tproc,2 in case RAN1 sees the need to upgrade it to account for the prioritization delay (if any).] 

Proposal 2: When UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline (i.e. PUSCH start – T’proc,2) of the grant allocation starting earlier.
Of course, it is not always possible to run the LCPs of competing grants on the same buffer status, when UE is scheduled with overlapping grants with different starting times. A first example is when a DCI for a 2nd grant is received after the PDU for the first grant was assembled (Figure 2 left). Another case is when new data arrives after the earlier allocation has been prioritized by a first run, which could change the outcome of the prioritization (Figure 2 right).
However, for subsequent/late prioritization runs, the earlier grant should keep its priority from the time when its MAC PDU was generated as there is no reason to fill different/new data in such grant.
Note that the above pre-emptions by a later allocation should not be supported for the same HARQ process otherwise the pre-empted MAC PDU is overridden and lost.


[bookmark: _Ref14880769]Figure 2: Cases of grants comparison on different buffer statuses due to late DCI (left) or new data arrival (right)
Proposal 3: When UE is scheduled with overlapping grants with different starting times, if the grant with the earlier allocation was prioritized upon a first prioritization and the grant for the later allocation is for a HARQ process different than the earlier grant, the UE runs again the prioritization rule at the processing deadline of the later grant allocation.
Proposal 4: Once it has been assembled, the priority of a prioritized grant always remains the same, i.e. based on the same assembled LCHs, even if compared again with the later grant allocation in a 2nd prioritization run.
Conclusion
In this contribution, we discussed the timeline of MAC-based data/data prioritization and concluded on the following proposals:
Proposal 1: When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status.
Proposal 2: When UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline (i.e. PUSCH start – T’proc,2) of the grant allocation starting earlier.
Proposal 3: When UE is scheduled with overlapping grants with different starting times, if the grant with the earlier allocation was prioritized upon a first prioritization and the grant for the later allocation is for a HARQ process different than the earlier grant, the UE runs again the prioritization rule at the processing deadline of the later grant allocation.
Proposal 4: Once it has been assembled, the priority of a prioritized grant always remains the same, i.e. based on the same assembled LCHs, even if compared again with the later grant allocation in a 2nd prioritization run.
Reference
[1]. [bookmark: _Ref4675293][bookmark: _Ref14772880][bookmark: _Ref3985305][bookmark: _Ref533171903]RP-191561, Revised WID: Support of NR Industrial Internet of Things (IoT)
[2]. [bookmark: _Ref16496862][bookmark: _Ref14773149]R2-1908826, Data/data prioritization rules and framework, CATT
[3]. [bookmark: _Ref14869377]R2-1906187, Analysis of Intra-UE Data Prioritization Schemes, Nokia	


1
R2-1908827
image1.emf
DCI

PUSCH

Sequential prioritization Parallel prioritization

CG

DG

T’

proc,2

t1

low prio

LCP: no restrict

o

hi prio

LCP: Short PUSCH only

t1

Buffer status

Later PUSCH is 

prioritized

low prio

LCP: no restrict

o

high prio

LCP: Short PUSCH only

DCI

PUSCH

T’

proc,2

Later PUSCH is prioritized, 

earlier PUSCH dropped

T’

proc,2

t2

MAC PDU delivered for 

earlier PUSCH


oleObject1.bin
DCI


PUSCH


DCI


PUSCH


Sequential prioritization


Parallel prioritization


CG


DG


T’proc,2


t1


low prio
LCP: no restricto


hi prio
LCP: Short PUSCH only


t1


Buffer status


Later PUSCH is prioritized


low prio
LCP: no restricto


high prio
LCP: Short PUSCH only


T’proc,2


Later PUSCH is prioritized, earlier PUSCH dropped


T’proc,2


t2


MAC PDU delivered for earlier PUSCH



image2.emf
DCI

PUSCH

CG

DG

CG processing 

deadline

T’

proc,2

DG processing 

deadline

T’

proc,2

t1 t2

Run (first) prioritization rule

low prio

Buffer status

high prio low priohigh prio

Run (2nd) prioritization rule

DG pre-emption

PUSCH

DCI

T’

proc,2

DG processing 

deadline

CG processing 

deadline

T’

proc,2

t1

low prio

LCP: no restrict

o

Buffer status

high prio

LCP: Short PUSCH only

t2

CG pre-emption

Run prioritization rule


oleObject2.bin
DCI


PUSCH


CG


DG


CG processing deadline


T’proc,2


DG processing deadline


T’proc,2


t1


t2


Run (first) prioritization rule


low prio


Buffer status


high prio


low prio


high prio


Run (2nd) prioritization rule


DG pre-emption


PUSCH


CG pre-emption


DCI


T’proc,2


DG processing deadline


Run prioritization rule


CG processing deadline


T’proc,2


t1


low prio
LCP: no restricto


Buffer status


high prio
LCP: Short PUSCH only


t2



