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[bookmark: _GoBack]Introduction
In RAN2 #104 the following is agreed for RLC and PDCP layer enhancements in NTN [1]:
Agreements:
-	All RLC modes are supported.  
-	Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.

Besides, an email discussion was approved to identify the above mentioned throughput requirements:
· [104#53][NR – NTN ] Performance requirements for NTN (Thales)
-	Identify performance requirements (data rates, delay jitter)
-	Identify use cases (e.g. eMBB, URLLC, MTC)
-	User density per NR cell
2 stage email discussion
- First stage is to identify all metrics needed for WGs to carry out analysis 
- Second stage to converge on the numbers 
Intended outcome: 
Deadline:  Thursday 2019-02-07
In RAN2 #105, the following agreements related to RLC were reached [2]:
Agreements:
1. Retransmissions at one or several layers shall be supported for NTN and configurable by the network.
2. The network should be able to configure the UE whether the HARQ is “turned off”.  There is no UL feedback for DL transmission in the if HARQ is turned off.  FFS the impact on other procedures and how to configure.

This contribution is the merging of the text proposals from [8] and [9] on RLC. Since the sequence number calculations for RLC are similar to the PDCP sequence numbers they were also included in this contribution. 
[bookmark: _Ref178064866]Discussion
[bookmark: _Toc528786998][bookmark: _Toc528786999][bookmark: _Toc528787000][bookmark: _Toc528787001][bookmark: _Toc528875587][bookmark: _Toc528787002][bookmark: _Toc528787003][bookmark: _Toc528875589][bookmark: _Toc528843600][bookmark: _Toc528843602][bookmark: _Toc528843603][bookmark: _Toc528843641]Some important features of the RLC layer are to offer reliable delivery and error free communication by using ARQ with status reporting and segmentation. Some of these services are making use of timers that might be affected by the long propagations delays of a non-terrestrial network. Extension of timers is typically an easy solution to solve such problems. However, care should be taken so that buffer-limitations and sequence number space problems are considered. 
[bookmark: _Ref189046994]This contribution is mostly focused on issues relating to RLC AM for NR NTN. 
RLC Reassembly
[bookmark: _Toc528843604][bookmark: _Toc528843989][bookmark: _Toc528852886][bookmark: _Toc528872496][bookmark: _Toc528875594][bookmark: _Toc528875632]In a previous contribution [6] and in the e-mail discussion on User plane timers it was mentioned that the t-reassembly need to be extended to ensure that HARQ is able to deliver the transport block before the timer expires, if HARQ is supported. When evaluating the needed time for HARQ to deliver the PDU, some factors, mainly the maximum number of HARQ retransmissions and the round-trip delay, need to be considered. A rough calculation could be:
t-reassembly = RTT * nrof_HARQ_retrans
Where nrof_HARQ_retrans is a constant that could be configurable by the network. Furthermore, to account for HARQ scheduling delays, a configurable scheduling offset for t-reassembly can be added as:
t-reassembly = RTT * nrof_HARQ_retrans + scheduling_offset
[bookmark: _Toc528843605][bookmark: _Toc528843990][bookmark: _Toc528852887][bookmark: _Toc528875595][bookmark: _Toc528843606][bookmark: _Toc528843991][bookmark: _Toc528852888][bookmark: _Toc528843607][bookmark: _Toc528843992][bookmark: _Toc528852889][bookmark: _Toc528843608][bookmark: _Toc528843993][bookmark: _Toc528852890][bookmark: _Toc528843609][bookmark: _Toc528843994][bookmark: _Toc528852891][bookmark: _Toc528843610][bookmark: _Toc528843995][bookmark: _Toc528852892][bookmark: _Toc528843611][bookmark: _Toc528843996][bookmark: _Toc528852893][bookmark: _Toc528843612][bookmark: _Toc528843997][bookmark: _Toc528852894][bookmark: _Toc528843613][bookmark: _Toc528843998][bookmark: _Toc528852895][bookmark: _Toc528843615][bookmark: _Toc528844000][bookmark: _Toc528852897][bookmark: _Toc528843616][bookmark: _Toc528844001][bookmark: _Toc528852898][bookmark: _Toc528843617][bookmark: _Toc528844002][bookmark: _Toc528852899][bookmark: _Toc528843618][bookmark: _Toc528844003][bookmark: _Toc528852900][bookmark: _Toc528843620][bookmark: _Toc528844005][bookmark: _Toc528852902][bookmark: _Toc528843621][bookmark: _Toc528844006][bookmark: _Toc528852903][bookmark: _Toc528843622][bookmark: _Toc528844007][bookmark: _Toc528852904][bookmark: _Toc528843623][bookmark: _Toc528844008][bookmark: _Toc528852905][bookmark: _Toc528843625][bookmark: _Toc528844010][bookmark: _Toc528852907][bookmark: _Toc528843626][bookmark: _Toc528844011][bookmark: _Toc528852908][bookmark: _Toc528843627][bookmark: _Toc528844012][bookmark: _Toc528852909][bookmark: _Toc528843628][bookmark: _Toc528844013][bookmark: _Toc528852910][bookmark: _Toc528843630][bookmark: _Toc528844015][bookmark: _Toc528852912][bookmark: _Toc528843631][bookmark: _Toc528844016][bookmark: _Toc528852913][bookmark: _Toc528843632][bookmark: _Toc528844017][bookmark: _Toc528852914][bookmark: _Toc528843633][bookmark: _Toc528844018][bookmark: _Toc528852915]This would ensure that the HARQ delay can be correctly accounted for in reassembling.
[bookmark: _Toc528872499][bookmark: _Toc528875601][bookmark: _Toc528875634][bookmark: _Toc887698][bookmark: _Toc887719][bookmark: _Toc1064786][bookmark: _Toc1064830][bookmark: _Toc4699000][bookmark: _Toc16763053][bookmark: _Toc16788536][bookmark: _Toc17741189][bookmark: _Toc17791214][bookmark: _Toc17791254][bookmark: _Toc17791330][bookmark: _Toc17793378][bookmark: _Toc17794870][bookmark: _Toc887699][bookmark: _Toc887720][bookmark: _Toc1064787][bookmark: _Toc1064831]The method for configuring t-reassembly should be considered and captured.
[bookmark: _Ref17817784]RLC Sequence Number Space
An RLC entity can be configured in three different modes: Transparent Mode (TM), Unacknowledged Mode (UM) and Acknowledged Mode (AM) [10].
For RLC AM 12bits and 18bits are specified as possible RLC sequence number (SN) field length (SN-FieldLengthAM), while for RLC UM 6bits and 12bits are configurable in NR (SN-FieldLengthUM) [9][10][11]. A field length of 18bit results in 262 144 different SNs. For this field length the AM_Window_Size is defined by 131 072. In contrast to RLC UM, where the sequence number is incremented by one for every RLC SDU segment, the sequence number in RLC AM is incremented by one for every RLC SDU. The individual segments are specified by the Segment Offset (SO) field. The number of maximum allowed retransmissions (maxRetxThreshold) can be configured by 1, 2, 3, 4, 6, 8, 16 or 32 [10]. 
In the following, we consider that HARQ is not limiting the maximum rate, meaning that HARQ is turned off.
The basic formula for calculating the supportable RLC bit rate for one radio bearer is 
RLC_data_rate = RLC_SDU_size ∙ 2 ^ (SN_length -1) / RetransmissionTime,
For selecting reasonable values:
· RLC_SDU_size depends entirely on the specific traffic and it is difficult to give a good estimate for a typical average SDU size. For continuous data, it is probably more likely that the RLC SDUs are bigger rather than small. As an example sizes of 500 and 1500 Bytes are considered here[14].
· SN_length: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· [bookmark: _Hlk17793521]RetransmissionTime: In RLC, the retransmission time of RLC SDUs is dependent on the time that it takes for the transmitting RLC entity to retransmit an RLC SDU when it is lost. RLC retransmissions are based on RLC status reporting and these need to be scheduled the way any data need to be scheduled, thus the retransmission time may be difficult to characterize. One simplification for the retransmission time would be RetransmissionTime = RTD ∙ (maxRetxThreshold+1). With RTD = (25.77ms, 541.46ms) and maxRetxThreshold = (1,4) we get retransmission times (51.54ms, 128.85ms, 1082.92ms, 2707.3ms) which rounded up to account for scheduling delays become (75ms, 150ms, 1.5s, 3.0s).   
· RTD depends on the considered scenario. In GEO satellite systems 541.46ms is assumed as maximum RTD for the transparent architecture, while in LEO satellite systems with transparent architecture 25.77ms is assumed[5].
· maxRetxThreshold: In NTN, HARQ may be disabled and therefore retransmissions in the RLC layer are essential for a reliable communication link. Nevertheless, the latency as seen by the core network or the application becomes extremely large if too many retransmissions are being configured. The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will be smaller compared to terrestrial networks. 1 or 4 RLC retransmissions are considered here.
[bookmark: _Toc17741186][bookmark: _Toc17791209][bookmark: _Toc17791334][bookmark: _Toc17793374][bookmark: _Toc17794866]The retransmission time of an RLC SDU is highly dependent on RLC status reporting and the associated scheduling delays.  
[bookmark: _Toc17741187][bookmark: _Toc17791210][bookmark: _Toc17791335][bookmark: _Toc17793375][bookmark: _Toc17794867]The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will likely be smaller compared to terrestrial networks.  

In Table 1 and Table 2 the supportable RLC bit rates are calculated for different sets of parameter, for GEO satellite systems and LEO satellite systems, respectively.
	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	541.46ms
	1
	1.5 s
	350Mbps

	1500Byte
	18
	541.46ms
	1
	1.5 s
	1 049Mbps

	500Byte
	18
	541.46ms
	4
	3.0 s
	175Mbps

	1500Byte
	18
	541.46ms
	4
	3.0 s
	524Mbps


[bookmark: _Ref14763187]Table 1 Supportable RLC bit rates for GEO satellite systems with transparent architecture

	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	25.77ms
	1
	75.0 ms
	6 991Mbps

	1500Byte
	18
	25.77ms
	1
	75.0 ms
	20 972Mbps

	500Byte
	18
	25.77ms
	4
	150.0 ms
	3 495Mbps

	1500Byte
	18
	25.77ms
	4
	150.0 ms
	10 486Mbps


[bookmark: _Ref14774289][bookmark: _Ref14774280]Table 2 Supportable RLC bit rates for LEO satellite systems with transparent architecture

NTN Targeted Performance Values
In RAN2 #104 an email discussion was approved to identify the targeted performance values for the considered use cases in NTN. Table 2 presents an overview of the identified targeted values for experience data rate in DL and UL, see Table B.2-1 in [5]. 
	Usage scenario
	Pedestrian
	Vehicular connectivity
	Stationary
	Airplanes connectivity
	IoT connectivity

	Experience data rate DL
	2 Mbps
	50 Mbps
	50 Mbps
	360 Mbps
	0.002 Mbps

	Experience data rate UL
	0.06 Mbps
	25 Mbps
	25 Mbps
	180 Mbps
	0.01 Mbps


[bookmark: _Ref14763254]Table 3 NTN targeted performance values per usage scenario
It is observed that the Airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate. 
Considering the calculated RLC supportable bit rates in Table 1, it can be observed that for a GEO satellite system with transparent architecture, an RLC SDU size of 500 Bytes, an RLC SN field length of 18bit and a maximum retransmission time of 3.0s, the NTN targeted performance value of 360Mbps for DL in airplane connectivity scenario cannot be achieved.
[bookmark: _Toc17791211][bookmark: _Toc17791336][bookmark: _Toc17793376][bookmark: _Toc17794868]Assuming a maximum retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the maximum supported RLC bit rate with current specification (maximum RLC SN field length is 18 bits) is around 175Mbps or 350Mbps which is less than the targeted experienced data rate for Airplane connectivity.  
Considering the calculated RLC supportable bit rates in Table 2, it can be observed that for LEO satellite systems the NTN targeted performance values can be supported for all considered usage scenarios, if an RLC SDU size of 500Byte or larger, and a maximum retransmission time of 150ms is assumed.
[bookmark: _Toc17791212][bookmark: _Toc17791337][bookmark: _Toc17793377][bookmark: _Toc17794869]Assuming a maximum retransmission time of 150ms, which represents a LEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the NTN targeted experienced data rate can be achieved for all scenarios.  
[bookmark: _Toc17791216][bookmark: _Toc17791256][bookmark: _Toc17791331][bookmark: _Toc17793379][bookmark: _Toc17794871]It is proposed to capture the numerical results of the RLC SN analysis in the 3GPP TR 38.821.

In order to fully verify whether anything needs to be changed in order to support all the use cases depends on whether the experienced data rate can be fulfilled for all of the scenarios. This is expected to come out of the current evaluations being prepared in RAN1. 
[bookmark: _Toc17791217][bookmark: _Toc17791257][bookmark: _Toc17791332][bookmark: _Toc17793380][bookmark: _Toc17794872]To fully verify whether anything needs to be changed is dependent on the evaluations that are expected to come out of RAN1.
Assuming that the experienced data rates can be fulfilled, some possible ways forward is listed below:
· Option 1: Keeping the configuration values as they are. If we keep the specification unchanged, most use cases could still be supported while the peak data rates for airplane connectivity to a GEO satellite may at least temporarily experience problems if the retransmission times are excessive. 
· Option 2: Extending the RLC SN length. Extending the RLC SN length was done in NR where the 16 bit SN field in the RLC header was extended to 18 bits. To support higher rates the SN field can be extended similar to how it was extended in NR.
· Option 3: Reducing the RLC retransmission delays. It is evident from the above that the retransmission time is crucial and one way of solving this could be to look into how to reducing the retransmission times.

[bookmark: _Toc17791218][bookmark: _Toc17791258][bookmark: _Toc17791333][bookmark: _Toc17793381][bookmark: _Toc17794873]Consider the options 1) Keeping the configurations, 2) extending the RLC SN length and 3) studying how to reduce the retransmission time.

PDCP Sequence Number Space
The PDCP SN field length (pdcp-SN-Size) is specified by 12 or 18bit [11], as the RLC SN field in RLC AM (see Section 2.2). Resulting in a maximum of 262 144 different SNs or a Window_Size of 131 072 [13].
The basic formula for calculating the supportable PDCP bit rate for one radio bearer is analogue as for RLC bit rate:
PDCP_data_rate = PDCP_SDU_size ∙ 2 ^ (pdcp-SN-Size -1) / PDCP_RetransmissionTime,
For selecting reasonable values:
· PDCP_SDU_size: As the RLC_SDU_size, it depends entirely on the specific traffic and it is difficult to give a good estimate for a typical SDU size. For continuous data, it is probably more likely that the PDCP SDUs are bigger rather than small. In general, PDCP packets might be larger than RLC packets because of possible segmentation in RLC layer, however, for large data rate it is assumed that they are in the same range as RLC_SDU_size. Sizes of 500 and 1500 Bytes are considered here.
· pdcp-SN-Size: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· PDCP_RetransmissionTime is the time seen by the PDCP layer between creation of the packet and registration of successful or failed transmission. If HARQ is disabled, it mainly depends on the RLC RetransmissionTime. (75ms, 150ms, 1.5s, 3.0s) are considered here. These numbers result from a round trip delay of RTD = (25.77ms, 541.46ms) and RLC maxRetxThreshold = (1,4), see section 2.2.
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	1.5s
	350Mbps

	1500Byte
	18
	1.5s
	1 049Mbps

	500Byte
	18
	3.0s
	175Mbps

	1500Byte
	18
	3.0s
	524Mbps


[bookmark: _Ref14853184]Table 4 Supportable PDCP bit rates for GEO satellite systems with transparent architecture
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	75ms
	6 991Mbps

	1500Byte
	18
	75ms
	20 972Mbps

	500Byte
	18
	150ms
	3 495Mbps

	1500Byte
	18
	150ms
	10 486Mbps


[bookmark: _Ref14853192]Table 5 Supportable PDCP bit rates for LEO satellite systems with transparent architecture
Table 4 and Table 5 present the supportable PDCP_data_rates for GEO and LEO satellite systems based on the assumptions discussed above. It is observed that these values are identical with the RLC_data_rates in Table 1 and Table 2. Therefore, the same observations and proposals can be drawn for PDCP SN field length and Window_Size.
Assuming a maximum retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture with an PDCP SDU size of 500 Bytes the maximum supported PDCP bit rate with current specification (maximum PDCP SN field length is 18 bits) is around 175Mbps or 350Mbps which is less than the targeted experienced data rate for Airplane connectivity.  
Assuming a maximum retransmission time of 150ms, which represents a LEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the NTN targeted experienced data rate can be achieved for all scenarios.  
It is proposed to capture the numerical results of the analysis on PDCP SN in the 3GPP TR 38.821.
Consider the options 1) Keeping the configurations, 2) extending the PDCP SN length and 3) reducing retransmission delays. 

Conclusion
In section 2 we made the following observations:
Observation 1	The retransmission time of an RLC SDU is highly dependent on RLC status reporting and the associated scheduling delays.
Observation 2	The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will likely be smaller compared to terrestrial networks.
Observation 3	Assuming a maximum retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the maximum supported RLC bit rate with current specification (maximum RLC SN field length is 18 bits) is around 175Mbps or 350Mbps which is less than the targeted experienced data rate for Airplane connectivity.
Observation 4	Assuming a maximum retransmission time of 150ms, which represents a LEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the NTN targeted experienced data rate can be achieved for all scenarios.
Observation 5	Assuming a maximum retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture with an PDCP SDU size of 500 Bytes the maximum supported PDCP bit rate with current specification (maximum PDCP SN field length is 18 bits) is around 175Mbps or 350Mbps which is less than the targeted experienced data rate for Airplane connectivity.
Observation 6	Assuming a maximum retransmission time of 150ms, which represents a LEO satellite system with transparent architecture with an RLC SDU size of 500 Bytes the NTN targeted experienced data rate can be achieved for all scenarios. 

Based on the discussion in section 2 we propose the following:
Proposal 1	The method for configuring t-reassembly should be considered and captured.
Proposal 2	It is proposed to capture the numerical results of this analysis in the 3GPP TR 38.821.
Proposal 3	To fully verify whether anything needs to be changed is dependent on the evaluations that are expected to come out of RAN1.
Proposal 4	Consider the options 1) Keeping the configurations, 2) extending the RLC SN length and 3) studying how to reduce the retransmission time.
Proposal 5	It is proposed to capture the numerical results of the analysis on PDCP SN in the 3GPP TR 38.821.
Proposal 6	Consider the options 1) Keeping the configurations, 2) extending the PDCP SN length and 3) studying how to reduce the retransmission time.
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Appendix


---------- Beginning of text proposal -----------

[bookmark: _Toc9617096]7.2.2 	RLC
Editor’s note: RAN2 will study impacts and possible enhancements at least to RLC reordering (e.g. timers and SN space)
Editor’s note: All RLC modes are supported.
Editor’s note: Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.

[bookmark: _Toc9617097]7.2.2.1 	Status Reporting
Problem Statement
A status report can be triggered by the polling procedure or by detection of reception failure of an AMD PDU which is indicated by the expiration of t-Reassembly. This timer is started when an AMD PDU segment is received from lower layer, is placed in the reception buffer, at least one byte segment of the corresponding SDU is missing and the timer is not already running. The procedure to detect loss of RLC PDUs at lower layers by expiration of timer t-Reassembly is used in RLC AM as well as in RLC UM. [TS 38.322] The timer t-Reassembly can be configured by fixed values between 0 and 200ms [TS 38.331]. For the terrestrial case this timer covers the largest time interval in which the individual segments of the corresponding SDU have to arrive out of order at the receiver due to SDU segmentation and/or HARQ retransmissions before a status report and consequently an ARQ-retransmission is triggered. If HARQ is supported by NTN, an extension of the t-Reassembly timer could become necessary, because then the timer should cover the maximum time allowed for HARQ transmission which will probably be a value larger than the RTD.
If HARQ is supported by NTN, the timer t-Reassembly should be modified to support NTN.
Possible Solution
If HARQ is supported by NTN, the value range of t-Reassembly should be extended to support NTN.
One possible solution to extend t-Reassembly would be to consider the UE-specific round-trip time, RTT, the number of allowed HARQ-retransmission attempts nrof_HARQ_retrans, as well as a configurable offset to account for possible delays on UE and network-side, scheduling_offset:
t-reassembly = RTT * nrof_HARQ_retrans + scheduling_offset
This would ensure that the HARQ delay can be correctly accounted for reassembling. 

Editor’s note: The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:
A modification of the t-PollRetransmit timer may not be needed to support NTN.
A modification of the t-statusProhibit timer may not be needed to support NTN.

7.2.2.2 	RLC Sequence Numbers
Problem statement
12bit and 18bit are specified as possible RLC AM sequence number (SN) field length in NR [TS 38.322]. The maximum AM_Window_Size results in 131 072. 
The sequence number space needed for a radio bearer depends on the data rate that is to be supported, the retransmission time (i.e the RTD, the number of retransmissions and the scheduling delay) as well as the average size of the RLC SDUs.
The basic formula for calculating the supportable RLC bit rate for one radio bearer is 
RLC_data_rate = RLC_SDU_size ∙ 2 ^ (SN_length -1) / RetransmissionTime,
For selecting reasonable values:
· RLC_SDU_size depends entirely on the specific traffic and it is difficult to give a good estimate for a typical SDU size. For continuous data, it is probably more likely that the RLC SDUs are bigger rather than small. Sizes of 500 and 1500 Bytes are considered here.
· SN_length: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· RetransmissionTime: In RLC, the retransmission time of RLC SDUs is dependent on the time that it takes for the transmitting RLC entity to retransmit an RLC SDU when it is lost. RLC retransmissions are based on RLC status reporting and these need to be scheduled the way any data need to be scheduled, thus the retransmission time may be difficult to characterize. One simplification for the retransmission time would be retransmissionTime = (RTD ∙ (maxRetxThreshold+1). With RTD = (25.77ms, 541.46ms) and maxRetxThreshold = (1,4) we get retransmission times (51.54ms, 128.85ms, 1082.92ms, 2707.3ms) which rounded up to account for scheduling delays become (75ms, 150ms, 1.5s, 3.0s).   
· RTD depends on the considered scenario. In GEO satellite systems 541.46ms is assumed as maximum RTD for the transparent architecture, while in LEO satellite systems with transparent architecture 25.77ms is assumed.
· maxRetxThreshold: In NTN, HARQ may be disabled and therefore retransmissions in the RLC layer are essential for a reliable communication link. Nevertheless, the latency as seen by the core network or the application becomes extremely large if too many retransmissions are being configured. The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will be smaller compared to terrestrial networks. 1 or 4 RLC retransmissions are considered here.
Table 7.2.2.2-1 and Table 7.2.2.2-2 presents supportable RLC bit rates for different sets of parameter, for GEO satellite systems and LEO satellite systems, respectively.
	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	541.46ms
	1
	1.5 s
	350 Mbps

	1500Byte
	18
	541.46ms
	1
	1.5 s
	1 049 Mbps

	500Byte
	18
	541.46ms
	4
	3.0 s
	175 Mbps

	1500Byte
	18
	541.46ms
	4
	3.0 s
	524 Mbps


Table 7.2.2.2-1 Supportable RLC bit rates for GEO satellite systems with transparent architecture

	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	25.77ms
	1
	75.0 ms
	6 991 Mbps

	1500Byte
	18
	25.77ms
	1
	75.0 ms
	20 972 Mbps

	500Byte
	18
	25.77ms
	4
	150.0 ms
	3 495 Mbps

	1500Byte
	18
	25.77ms
	4
	150.0 ms
	10 486 Mbps


Table 7.2.2.2-2 Supportable RLC bit rates for LEO satellite systems with transparent architecture

Considering Table B.2-1, it is observed that the airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate.
Assuming a retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture and an RLC SDU size of 500Byte, the NTN targeted experience data rate for usage scenario airplanes connectivity cannot be achieved.
Assuming a retransmission time of 150ms, which represents a LEO satellite system with transparent architecture and an RLC SDU size of 500Byte or larger the NTN targeted experience data rate can be achieved for the considered usage scenarios.

Possible Solution
There are three options identified to cope with this limitation:
Option 1:	The current specification is applied for NTN without any changes. The targeted experience data rate for usage scenario airplanes connectivity may at least temporarily not be supported for the above mentioned configurations of RLC SDU size, RLC SN field length and maximum number of RLC retransmissions in case of GEO satellite systems with transparent architecture. 
Option 2: 	Extending the RLC SN length.
Option 3: 	Reducing the delays that it takes to perform an RLC retransmission.

----------- Unchanged parts are omitted ---------------

[bookmark: _Toc6470749]7.2.3.2 	Reordering and In-order Delivery
Problem Statement
In order to detect loss of PDCP Data PDUs, there is the timer t-Reordering which is started or reset when a PDCP SDU is delivered to upper layers [TS 38.322]. The maximum configurable expiration time is 3000ms [TS 38.331]. This might limit the overall number of retransmissions of the RLC AM ARQ protocol for NTN.
Editor’s note: Following assumption will be taken as a baseline and can be revisited if new performance and QoS requirements are defined: RAN2 will study the modification of the timer t-Reordering.

7.2.3.3 	PDCP Sequence Number and Window Size
Problem statement
12bit and 18bit are specified as possible PDCP sequence number (SN) field length in NR [TS 38.323]. Resulting in a maximum of 262 144 different SNs or a Window_Size of 131 072. 
The sequence number space needed for a radio bearer depends on the data rate that is to be supported, the retransmission time as well as the average size of the PDCP SDUs.
The basic formula for calculating the supportable PDCP bit rate for one radio bearer is 
PDCP_data_rate = PDCP_SDU_size ∙ 2 ^ (pdcp-SN-Size -1) / PDCP_RetransmissionTime,
For selecting reasonable values:
· PDCP_SDU_size: As the RLC_SDU_size, it depends entirely on the specific traffic and it is difficult to give a good estimate for a typical SDU size. For continuous data, it is probably more likely that the PDCP SDUs are bigger rather than small. In general, PDCP packets might be larger than RLC packets because of possible segmentation in RLC layer, however, for large data rate it is assumed that they are in the same range as RLC_SDU_size. Sizes of 500 and 1500 Bytes are considered here.
· pdcp-SN-Size: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· PDCP_RetransmissionTime is the time seen by the PDCP layer between creation of the packet and registration of successful or failed transmission. If HARQ is disabled, it mainly depends on the RLC RetransmissionTime. (75ms, 150ms, 1.5s, 3.0s) are considered here. These numbers result from a round trip delay of RTD = (25.77ms, 541.46ms) and RLC maxRetxThreshold = (1,4), see section 7.2.2.2
Table 7.2.3.3-1 and Table 7.2.3.3-2 presents supportable PDCP bit rates for different sets of parameter, for GEO satellite systems and LEO satellite systems, respectively.
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	1.5s
	350Mbps

	1500Byte
	18
	1.5s
	1 049Mbps

	500Byte
	18
	3.0s
	175Mbps

	1500Byte
	18
	3.0s
	524Mbps


Table 7.2.3.3-1 Supportable PDCP bit rates for GEO satellite systems with transparent architecture
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	75ms
	6 991Mbps

	1500Byte
	18
	75ms
	20 972Mbps

	500Byte
	18
	150ms
	3 495Mbps

	1500Byte
	18
	150ms
	10 486Mbps


Table 7.2.3.3-1 Supportable PDCP bit rates for LEO satellite systems with transparent architecture
Considering Table B.2-1, it is observed that the airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate.
Assuming a PDCP retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture and a PDCP SDU size of 500Byte, the NTN targeted experience data rate for usage scenario airplanes connectivity cannot be achieved.
Assuming a PDCP retransmission time of 150ms, which represents a LEO satellite system with transparent architecture and an RLC SDU size of 500Byte or larger the NTN targeted experience data rate can be achieved for the considered usage scenarios.

Possible Solution
There are three options identified to cope with this limitation:
Option 1:	The current specification is applied for NTN without any changes. The targeted experience data rate for usage scenario airplanes connectivity may at least temporarily not be supported for the above mentioned configurations of PDCP SDU size, PDCP SN field length and maximum number of RLC retransmissions in case of GEO satellite systems with transparent architecture. 
Option 2: 	Extending the PDCP SN length.
Option 3: 	Reducing the delays that it takes to perform retransmissions.

----------- End of text proposal ---------------
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