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1. Introduction
In a multi-hop IAB network, the functionality of routing is fundamental for an IAB-node / IAB-donor in order to deliver packets to the correct node. It has been agreed that routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB-node and an IAB-donor as a baseline. Routing information maintained by an IAB-node or an IAB-donor may need to be updated caused by some event, e.g. backhaul link failure. In this contribution, we would like to discuss the routing update upon backhaul link recovery.
2. Discussion 
In RAN2 #106 meeting, the following agreements related to routing information are made:

· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

· Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)

· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.

· Each BAP routing id has only one entry in the routing table.
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
When backhaul link failure occurs in an IAB-node, the IAB-node should attempt to reconnect to the network to recover the backhaul link. The backhaul link recovery may cause a topology change, e.g. the newly connected patent node is different from the parent node before backhaul link failure. The topology changes may result in that the routing information maintained by some IAB-nodes in the IAB network become invalid. It has been agreed that local selection of path / route is done at link failure. The local selection should be performed by an IAB-node. Upon backhaul link recovery, routing information for the IAB-nodes impacted by the topology change should also be updated. Regarding the other impacted IAB-nodes, it may not always be a good idea to obtain updated routing information from Donor CU. One example is illustrated in figure 1. In this example, IAB-node#4 reconnects to IAB-node#3 from IAB-node#2 after backhaul link failure. The topology change has an impact on nodes within a sub-branch of the IAB network (the sub-branch here includes IAB-node#1, IAB-node#2, IAB-node#3, and IAB-node#4), and the rest of the nodes (i.e. the IAB-donor and intermediate nodes) are not impacted.
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Figure 1: an example of backhaul link failure
In this case, routing information of IAB-node#2, IAB-node#3 and IAB-node#1 should be updated so that DL data for IAB-node#4 could be forwarded from IAB-node#1 to IAB-node#4 correctly. However, since the routing path between IAB-donor and IAB-node#1 is not impacted, the routing information of IAB-donor (and intermediate nodes) doesn’t need to be updated. In addition, routing update should be done as quickly as possible so that user data interruption can be minimized. Performing routing update within the branch which is impacted by the backhaul link failure should be faster and cause less signalling overhead compared to the routing update from IAB-donor, especially when there are a lot of intermediate nodes. Therefore, it should be allowed to initiate local routing update by an IAB-node upon backhaul link recovery.
Proposal: upon backhaul link recovery, it should be allowed to initiate local routing update by an IAB-node.
3. Conclusion

In this contribution, we discuss the routing update upon backhaul link recovery and have the following proposal:
Proposal: upon backhaul link recovery, it should be allowed to initiate local routing update by an IAB-node.
Reference

[1] R2-1905063, Summary of email discussion [105#46][IAB] routing, LG Electronics.
