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1 Introduction
In the RAN2#106 meeting, the following agreements are achieved regarding routing functionality in the BAP layer [1]
The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor) 
[bookmark: OLE_LINK4]Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
In this contribution, we discuss some details about open issues for IAB routing, and further discuss potential interactions between the routing functionality supported by BAP and other IAB features such as flow control and lossless packet delivery in the case of RLF. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Based on the agreements reached in RAN2#106 referenced above, we observe that there are several issues that warrant further discussion and still need to be resolved regarding BAP routing: 
Usage of the BAP Routing ID
In previous RAN meetings, and during the BAP routing discussion in RAN2#106, it was clear that companies have different views about how to implement the routing functionality in BAP. In the case of multiple routes between the donor and access IAB node, some companies propose an end-to-end approach, whereas others would like to enable local route selection at each intermediate IAB node. As a compromise, the decision at RAN2#106 was to adopt a flexible approach to the BAP routing ID by dividing the BAP routing ID into two parts: a BAP address which is unique to the destination of the packet, and a BAP Path ID.
It should be clear that the BAP Path ID provides a great deal of flexibility in implementation and deployment of the IAB network. The operator may assign different BAP Path ID to each specific route between IAB donor and IAB access node, in order to achieve certain deployment objectives. As an example, different routes could be used for the routing of traffic flows with different QoS requirements (e.g. a latency sensitive traffic flow could use a route with fewer hops, whereas a rate sensitive traffic flow might be assigned to a route with higher bandwidth availability but more hops.)
Observation 1: The BAP path ID field enables flexibility in implementation and deployment of the IAB network (e.g. differentiated routing based on QoS requirements of a traffic flow).
In order to achieve differentiated routing for each backhaul packet, the BAP layer should examine the BAP routing ID for each ingress packet, find the entry in the routing table corresponding to the packet’s BAP routing ID, and forward the packet to the appropriate egress BH interface. On the other hand, what action should the BAP layer take if a packet’s BAP routing ID does not match any entry in the routing table? There are two possible scenarios; there may not be any routing table entry corresponding to the BAP address of the packet, or there may be one or more entries for the packet’s BAP address, but none which matches the BAP Path ID of the packet. In the first scenario there is little that the BAP layer can do, as it has no information regarding how to route the packet towards its destination node, and hence the BAP should simply drop this packet. In the second scenario the BAP may not be able to route the packet using the best or “optimal” path, however if the packet is routed according to any routing table entry for the same BAP address, then the packet should be correctly delivered to its destination. In the second scenario it is advantageous to still route the packet towards the destination node, even if it is not possible to route the packet based on a routing table entry exactly matching the BAP address + BAP path ID. As an example of when such a scenario might arise, if a BH link suffers a RLF, then no packet could be routed using that link. But if a different route towards the same BAP address is available, then the packet could be routed using this alternative but “non-optimal” route, rather than discarding the packet or waiting for a reconfiguration of the routing table.
Proposal 1: The BAP layer should discard an ingress packet if there is no entry in the routing table corresponding to the packet’s BAP address.
Proposal 2: If a packet can not be routed according to its BAP path ID field (e.g. the corresponding BH link has suffered a RLF, or there is no corresponding entry in the routing table), then the BAP layer may route the packet based on an alternative routing table entry corresponding to the packet’s BAP address.
In case a packet can not be routed according to its BAP Path ID, and if there is more than one alternative routing table entry (more than one entry with the same BAP address as the packet), then the BAP layer would need to select which entry (which route) to use. We can envision more than one approach to make this selection. For example, the packet may always be routed according to the first entry available in the table for the corresponding BAP address. However, if there are several routes for a particular BAP address, and more than one of these suffers a RLF, then all of the corresponding packet’s will be routed using this same first available entry, which may result in overloading the egress link. Alternatively, the BAP layer may be configured with some policy (e.g. round robin selection of an alternative route). Such an approach may work well in terms of load balancing, but the selected alternative route may not serve the QoS requirement of the packet flow well. Another approach could be to provide a way to rank routes according to some statically configured or dynamically calculated prioritization between alternative paths. 
Proposal 3: RAN2 should discuss how to prioritize among different alternative routes, if a packet can not be routed according to its BAP path ID field. 
Finally, there is some cost for the BAP to examine the BAP header for each packet (including both BAP address and BAP path ID). However, for some IAB nodes there may be only a single route towards a particular destination BAP address, whereas for other IAB nodes there may be more than one such route. In the case of an IAB node with a single route toward a destination some BAP addresses, it may be useful to configure the BAP layer of an IAB node to ignore the BAP path ID for packets for these specific BAP addresses.
Proposal 4: The configuration of the BAP layer should allow BAP path ID to be ignored for packets destined for specific BAP addresses.
How to achieve load balancing
In the previous section we discussed the use of BAP path ID for BAP layer routing. If more than one route is possible between the IAB donor and an Access IAB node, then the BAP path ID can be used to achieve some level of centralized load balancing among these alternative routes. For example, in the DL direction, the IAB donor may use different BAP path IDs for different packets destined to the same Access IAB node. It may be feasible for the IAB donor to have global information about underlying IAB nodes, BH links, and their loading (e.g. based on measurements or reports fed back from each IAB node to the donor CU). Such global loading information can be leveraged for centralized load balancing. 
In the UL direction, the Access IAB node might be configured to use some policy to allocated packets to different BAP path IDs. However, it is not possible for the Access IAB node to have global loading information, and as such a load balancing policy would need to be very simple (e.g. round robin) and is not likely to be close to optimal for any given IAB network. Therefore, centralized load balancing is not really feasible in the UL direction.
Observation 2: Centralized load balancing is not feasible in the UL direction, as the Access IAB node does not have global loading information.
In RAN2#106 it was agreed to have an e-mail discussion [106#44] to pave the way for on-line agreements on Flow control [1]. As per the report of the rapporteur for this e-mail discussion [2], there seems to be wide support among companies for hop-by-hop flow control for IAB, at least in the DL direction. Whereas in the UL direction, it was already agreed in RAN2#105bis that:
	…
In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 



Hop-by-hop flow control information can provide the IAB node with local information about loading and congestion for different routes. It seems desirable to leverage this information to achieve load balancing via local route selection.
Observation 3: Hop-by-hop flow control (if supported for IAB networks) provides local information about loading and congestion for different routes. This local loading information can be leveraged to achieve load balancing via local route selection in the BAP layer.
As discussed in the previous section, the BAP layer needs to make local route selections in the case of RLF on a particular BH links. A RLF can be viewed as the limiting case of link congestion, and hence the same concept of local route selection in the BAP layer can be extended to address local load balancing. However, the level of congestion will change according to the traffic using each BH link, local conditions, partitioning of air interface resources, buffer occupancy, etc. As such static prioritization among routes does not seem appropriate for local load balancing, and dynamic prioritization should be considered taking the local congestion information into account. Furthermore, if traffic flows are mapped to different routes (e.g. based on QoS), it would be beneficial to apply different local load balancing policies to packets according to the packet’s BAP path ID. The IAB donor could configure a set of parameters for route selection for each BAP routing ID entry (BAP address + BAP path ID). The BAP layer could evaluate local congestion conditions based on information from hop-by-hop flow control, air-interface resource occupancy, etc. and use the configured parameters to dynamically prioritize the routing of packets among alternative egress routes towards the target BAP address. 
Proposal 5: RAN2 should discuss and agree how to achieve load balancing via local route selection in the BAP layer, and what configuration (if any) should be provided by the network to the IAB node for this purpose.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses remain issues about routing for IAB networks. We have the following observation and proposals:
Observation 1: The BAP path ID field enables flexibility in implementation and deployment of the IAB network (e.g. differentiated routing based on QoS requirements of a traffic flow).
Observation 2: Centralized load balancing is not feasible in the UL direction, as the Access IAB node does not have global loading information.
Observation 3: Hop-by-hop flow control (if supported for IAB networks) provides local information about loading and congestion for different routes. This local loading information can be leveraged to achieve load balancing via local route selection in the BAP layer.

Proposal 1: The BAP layer should discard an ingress packet if there is no entry in the routing table corresponding to the packet’s BAP address.
Proposal 2: If a packet can not be routed according to its BAP path ID field (e.g. the corresponding BH link has suffered a RLF, or there is no corresponding entry in the routing table), then the BAP layer may route the packet based on an alternative routing table entry corresponding to the packet’s BAP address.
Proposal 3: RAN2 should discuss how to prioritize among different alternative routes, if a packet can not be routed according to its BAP path ID field.
Proposal 4: The configuration of the BAP layer should allow BAP path ID to be ignored for packets destined for specific BAP addresses.
Proposal 5: RAN2 should discuss and agree how to achieve load balancing via local route selection in the BAP layer, and what configuration (if any) should be provided by the network to the IAB node for this purpose.
4 Reference
[1] [bookmark: _Ref536038061][bookmark: _Ref535939702][bookmark: _GoBack]Report of the 3GPP RAN WG2 #106.
[2] R2-1909622, Report of email discussion [106#44] [IAB] Flow Control, ZTE, RAN WG2 #107.

	 4/4
