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1. Introduction

In RAN1 #97 meeting, the maximum number of CG configurations per BWP of a serving cell has been discussed, and the following agreement was made [1]:

	Agreement:

· For the maximum number of UL CG configurations per BWP of a serving cell:

· 12


However, there is still no conclusion about the maximum number of SPS configurations per BWP in NR. In addition, there are some restrictions about the CG configurations for SUL cell in NR R15. Whether these restrictions are still applicable should be further studied. In this paper, we discuss maximum number of SPS configurations per BWP, and CG configurations for SUL cell.
2. Discussion

2.1 Maximum number of SPS configurations

There is a reply LS from RAN1 on SPS/CG for IIoT. From the LS, the following agreement in the RAN1 #97 meeting was reached as:

	Agreements:

· Regarding Q1 in the LS in R1-1905940:

· Although RAN1 has not completely analysed the potential impact of supporting up to 16 SPS configurations for a given BWP of a serving cell, RAN1 has the understanding that 8 SPS configurations for a given BWP of a serving cell is sufficient in Rel-16


Observation 1: From RAN1’s perspective, maximal 8 SPS configurations per BWP of a serving cell is sufficient.
For each SPS configuration, a configuration index could be introduced. Such configuration index is useful when network tries to add/modify/release only part of all SPS configurations. Besides, when network wants to activate/deactivate a specific SPS configuration, the configuration index should be contained in the activation/deactivation DCI command. When supporting maximal 8 SPS configurations per BWP, the configuration index could be indicated by 3 bits. Otherwise, more bits should be used to denote the SPS configuration index, which increases the signalling overhead. Such signalling overhead increase for RRC configuration signalling can be omitted. But for SPS activation/deactivation DCI command, it may impact negatively on RAN1 design. 
Observation 2: Supporting more than 8 SPS configurations per BWP will increase the signalling overhead.
In order to avoid only a single HARQ process being available for one SPS configuration, it is better to enable multiple HARQ processes for each SPS configuration. Right now in NR, there are 16 DL HARQ processes per DL HARQ entity. If maximal 16 SPS configurations are supported for a given BWP, then each configuration is allowed to use only one HARQ process and SPS configurations will fully occupy all the HARQ processes, which is not desirable in most cases. Based on the above consideration, we propose maximum number of SPS configurations per BWP of a serving cell should be 8. And 8 is also aligned with the maximal number of SR configurations or logical channel groups. 
Proposal 1: Maximum number of SPS configurations per BWP of a serving cell should be 8.
2.2 CG configurations for SUL serving cell

In NR R15, two types of configured grants are defined, i.e. CG type 1 and CG type 2 [2]. For CG type 1, uplink grant is provided by RRC and can be used after RRC configuration. For CG type 2, uplink is provided by DCI activation command after RRC configuration. Configured grant is configured per BWP. In addition, in R15 there is a principle that only one active configured grant at any time for a serving cell. When considering an SUL serving cell configured with both an SUL carrier and a NUL carrier, there will be an active BWP on each uplink carrier. There was a discussion about whether CG type 1 or CG type 2 can be configured on both uplink carriers. But in order to conform with the principle “only one active configured grant at any time for a serving cell”, the spec restricts that CG type 1 can only be configured for SUL carrier or NUL carrier, but not for both simultaneously. For CG type 2, it can be controlled by DCI command. Finally, it was agreed that CG type 2 can be configured for both uplink carriers, and network can control which specific configured grant is actually used through DCI deactivation/activation command and avoid more than one CG type 2 configurations are activated simultaneously.
Observation 3: In NR R15, CG type 1 configuration can be configured for only one uplink carrier of an SUL cell.
Observation 4: In NR R15, only one CG type 2 configured for NUL or SUL carrier can be activated to use by DCI command.
However, in NR R16, multiple active configured grants are supported for a serving cell. Thus the original principle “only one active configured grant at any time for a serving cell” is not applicable anymore. Then the above restrictions showed in observation 3 and 4 should be reconsidered. 
In NR R16, for CG type 1, if multiple configurations are allowed to be configured and used simultaneously, it is a bit strange to restrict those configurations being configured for only one uplink carrier of an SUL cell. We think the freedom of how multiple CG type 1 configurations are configured should be left to the network, instead of being restricted by the specs. However, in any slot, only one PUSCH is used for transmission for a single serving cell. Then if CG type 1 configurations are configured for both uplink carriers simultaneously, there may exist the case where one CG resource on SUL (or NUL) carrier overlaps with another CG resource or one dynamic resource on NUL (or SUL) carrier in time domain. Within “Intra-UE multiplexing”, it is discussed which UL grant should be prioritized when a CG resource overlaps with another CG resource or with a dynamic resource, and the overlapped UL grants are on the same carrier. We think the same solutions designed by Intra-UE multiplexing could be adopted to handle the issue here, namely which uplink grant should be used when two time domain overlapped grants are located on NUL carrier and SUL carrier respectively. For example, the UE can choose one CG to transmit based on some priority rules, and the gNB tries to decode both CG resources on SUL and NUL when overlapping occurs.
For a CG type 2 configuration, since its activation or deactivation are completely controlled by DCI command, we think the network should have sufficient capability to control which uplink carrier the CG type 2 are activated on . Similarly, the overlap issue between two CG resources on two uplink carriers or between one CG resource and one dynamic resource on two uplink carriers can be handled by solutions designed in Intra-UE multiplexing. One alternative is to temporarily deactivate one CG type 2 before a potential overlapping. Based on the above consideration, we propose that CG type 2 can be activated on both uplink carriers of an SUL cell.
Proposal 2: CG type 1 can be configured for both uplink carriers of an SUL cell.

Proposal 3: CG type 2 can be activated on both uplink carriers of an SUL cell.
3. Conclusion

In this contribution, we discussed the number of active SPS configurations and CG configurations, and made the following observations and proposals:
Observation 1: From RAN1’s perspective, maximal 8 SPS configurations per BWP of a serving cell is sufficient.
Observation 2: Supporting more than 8 SPS configurations per BWP will increase the signalling overhead.
Observation 3: In NR R15, CG type 1 configuration can be configured for only one uplink carrier of an SUL cell.

Observation 4: In NR R15, only one CG type 2 configured for NUL or SUL carrier can be activated to use by DCI command.
Proposal 1: Maximum number of SPS configurations per BWP of a serving cell should be 8.

Proposal 2: CG type 1 can be configured for both uplink carriers of an SUL cell.

Proposal 3: CG type 2 can be activated on both uplink carriers of an SUL cell.
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