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Introduction
At RAN2#106 meeting the following agreements were made regarding BAP layer routing:
The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.

The following two aspects of BAP layer routing still remain FFS:
· Encoding of path ID in the BAP header
· For load balancing what is decided locally and/or decided by the Donor  
In this contribution we provide some views and proposals on these aspects of BAP layer routing to make further progress.
 Encoding of path ID in BAP header
Per the above stated agreements from RAN2#106 meeting, it was agreed that the BAP routing ID carried in the BAP header consists of a BAP address and BAP path ID. The BAP address defines a unique destination in the IAB network. Since the BAP address already uniquely identifies a unique destination, and the BAP routing id is constructed from a combination of BAP address and BAP path ID, it follows that the path ID does not need to be unique for each path to different destination nodes in the IAB network. As long as the path IDs of multiple paths to the same destination are unique, that is sufficient. 
Proposal 1: Path IDs should be unique for multiple paths to the same destination. It is not necessary for path IDs to be unique across different destinations.
Based on this understanding, the length of the path ID field needs to be sufficiently long to encode the foreseen number of redundant paths to the same destination node. This must also be weighed against limiting the number of bits encoded in the BAP header. At the RAN2#106 meeting, it was agreed that for NR-DC, Release 16 IAB will support option d’ from [1] as shown in Figure 1. This means that an IAB node may have two parent nodes under a single IAB-donor node. Furthermore, during the email discussion on IAB Routing [2] prior to the RAN2#105, multiple companies had felt that about 2 to 4 redundant paths to a destination may be sufficient.


Figure 1: NR-DC Architecture Option Supported in Release 16 (figure source [1])
Considering the above factors, it is expected that in a practical IAB deployment up to 4 redundant paths to a destination node may be a reasonable assumption to make. This would translate to a 2-bit path ID field. Since the routing id will be encoded in the BAP header, any decision regarding the encoding of BAP address and path ID field should be made considering a future-proof design. Since IAB networks will be the first densely deployed layer-2-based relaying networks operating in mmWave spectrum, we will not exactly know the actual levels of route redundancy possible in practical networks until a wide range of deployments have happened across the world. Hence, in order to not be limited by specifications, we are open to using 3 bits to encode the path ID field. This would allow up to 8 redundant paths, which should be enough to ensure a future-proof design.
Proposal 2: Even though it seems that a 2-bit path ID field allowing up to 4 unique paths per destination may be sufficient, RAN2 should consider the use of 3 bits to encode the path ID field allowing up to 8 unique paths per destination to ensure a future-proof design. 

Load Balancing Decision: Local or By Donor?
Since the BAP routing ID is made up of a BAP address and a path ID, when there are multiple paths available to a destination node, those paths can be used to provide not only route redundancy but also load balancing. The advantage of including a path ID as part of the BAP routing ID is that on a per-packet basis it allows the CU-UP to decide whether to send the packet on one path vs. another path. However, when multiple redundant paths pass through intermediate IAB nodes, the following questions arise:
1. Should intermediate IAB nodes be allowed to perform load balancing across multiple redundant paths?
2. Who decides whether an intermediate IAB node is allowed to perform load balancing across multiple redundant paths? Is this a local decision or left up to the IAB-donor?
3. If load balancing at intermediate IAB nodes is allowed, can the IAB-donor control which intermediate IAB nodes are allowed to load balance? Can the IAB-donor control which redundant paths are used by the intermediate IAB nodes to load balance across?
4. Does the BAP routing framework agreed so far in RAN2 support any load balancing functionality at intermediate IAB nodes?
One of the major reasons why RAN2 decided to allow BAP routing tables to be configured by the IAB-donor, is because the IAB-donor is expected to have the best view of the IAB topology and signal/congestion conditions across the entire IAB tree under the IAB-donor. Individual IAB nodes have limited visibility across the network, so allowing IAB nodes to make independent decisions regarding routing can result in very sub-optimal network performance. This is the reason that up until now RAN2 has been able to agree on local selection of path only at link failure. Other cases are still FFS as shown in the agreements made during RAN2#105bis meeting copied below: 
Load balancing by routing by Donor CU shall be possible
Local selection of path/route is done at link failure, other cases FFS
Careful consideration needs to be made before allowing IAB nodes to make local selection in cases other than link failure. However, it is conceivable that upon assessing route conditions across two alternate routes, the IAB-donor could determine that in certain situations it may be beneficial to allow the IAB node to make local load balancing decisions based on dynamically changing local conditions on two different links corresponding to two redundant paths. But without allowing an IAB node to make local decisions, the IAB-donor may not be able to take advantage of dynamically changing local conditions on its own. 
Observation 1: It is possible that in certain network conditions, it may be beneficial for the IAB-donor to allow the IAB node to make local load balancing decisions based on dynamic local conditions.
Proposal 3: The IAB-donor should be able to provide limited freedom to an IAB node to make local load balancing decisions while still retaining full control of network routing.
Proposal 4: The IAB-donor should be able to revoke the limited freedom given to an IAB node to make local load balancing conditions, if it determines that local load balancing decisions by the IAB node are not beneficial for overall network performance.
So the question is can the IAB-donor retain control of the overall network while still allowing some freedom to the IAB nodes to make local load balancing decisions?
Per the agreements from RAN2#106 meeting, it was agreed to allow optional information, such as a priority level in the routing table configured at the IAB node. We believe a configured priority level for alternate routes to a destination can be utilized by the IAB-donor to do a combination of retaining control while still allowing some limited freedom to IAB nodes to make local load balancing decisions. Consider two alternate paths to the same destination node from an IAB node. An example routing table at the IAB node for such a situation is shown in Table 1 below.
Table 1. Example Routing Table at an IAB Node
	Destination ID
	Path ID
	Egress Link
	Priority Level

	IAB node address #1
	Path #1
	Link A
	x.y

	IAB node address #1
	Path #2
	Link B
	m.n


When the IAB-donor determines that Path #1 to BAP address #1 should be used as the primary path to route all packets to BAP address #1, it configures a higher priority level for Path #1 compared to Path #2. This signals to the IAB node that it does not have permission to make any local selection decision unless there is a link failure on Path #1. In case there is a link failure on Path #1, the IAB node may use Path #2 until it receives any further indication from the IAB-donor. 
Proposal 5: When there are multiple paths to the same destination node, if the IAB-donor configures a higher priority value to one path, the IAB node shall have no freedom in making local routing decisions unless there is a link failure on the path with the highest priority value. 
Consequently, if upon assessing network conditions the IAB-donor determines that conditions are right to allow the IAB node to make local load balancing decisions, it can configure equal highest priority level values for the paths over which it wants to allow the IAB node to locally take load balancing decisions. Since the priority level can be configured on a per-routing-ID basis, the IAB-donor has fine-grained ability to very selectively give local load balancing power to individual paths on individual IAB nodes. This provides complete control to the IAB-donor in determining how much and where local load balancing can be allowed in an IAB network. 
Proposal 6: When the IAB-donor configures equal highest priority levels for multiple paths to the same destination, the IAB node should be free to make local load balancing decisions only across those paths. 
If at some point the IAB-donor determines that the local load balancing decisions being taken by the IAB node are producing an undesirable effect in the network, it can revoke the decision power given to the IAB node by reconfiguring the routing table with a higher priority value for the specific path that the IAB-donor wants the IAB node to use. This would revoke the local decision power given to the IAB node. 
Proposal 7: The IAB-donor shall be able to revoke an IAB node’s ability to take local load balancing decisions by configuring different priority levels to each of the multiple paths to the same destination.
[bookmark: _GoBack]In summary, the proposals presented in this paper can provide fine-grained control the IAB-donor to control the ability of IAB nodes to make local load balancing decisions. This can allow the IAB-donor to selectively decide parts of the IAB network were it can enable local load balancing to take advantage of local conditions when appropriate.

Conclusion
This contribution discussed the two aspects of BAP layer routing that still remain FFS, viz. encoding of path ID in the BAP header, and for load balancing, what is decided locally and/or decided by the Donor.  The following proposals were made:
Encoding of path ID:
Proposal 1: Path IDs should be unique for multiple paths to the same destination. It is not necessary for path IDs to be unique across different destinations.
Proposal 2: Even though it seems that a 2-bit path ID field allowing up to 4 unique paths per destination may be sufficient, RAN2 should consider the use of 3 bits to encode the path ID field allowing up to 8 unique paths per destination to ensure a future-proof design. 
Local load balancing:
Proposal 3: The IAB-donor should be able to provide limited freedom to an IAB node to make local load balancing decisions while still retaining full control of network routing.
Proposal 4: The IAB-donor should be able to revoke the limited freedom given to an IAB node to make local load balancing conditions, if it determines that local load balancing decisions by the IAB node are not beneficial for overall network performance.
Proposal 5: When there are multiple paths to the same destination node, if the IAB-donor configures a higher priority value to one path, the IAB node shall have no freedom in making local routing decisions unless there is a link failure on the path with the highest priority value. 
Proposal 6: When the IAB-donor configures equal highest priority levels for multiple paths to the same destination, the IAB node should be free to make local load balancing decisions only across those paths. 
Proposal 7: The IAB-donor shall be able to revoke an IAB node’s ability to take local load balancing decisions by configuring different priority levels to each of the multiple paths to the same destination.
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