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Introduction
[bookmark: _Ref462918989]The topic of consistent LBT failures has been discussed in several meetings in the past, and the following agreements have been reached.
· Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF (RAN2#105)
· Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection (RAN2#105bis)

In RAN2#106 meeting, it was agreed to continue the discussion over email.
[106#xx][NR-U] Consistent LBT Failures (QC)
	Intended outcome: Identify the options on the table, for recovery actions, and detection of consistent LBT failure. 
	Deadline:  Thursday 2019-08-08

In this contribution, we expand on our views provided in the above email discussion, and discuss mechanisms for detection and recovery from consistent LBT failure. 
[bookmark: _Ref178064866]Discussion
Counting LBT failures
Consistent LBT failure occurs when the UE is unable to make scheduled transmissions for an extended period due to the channel being occupied by other users. When such a situation arises, all LBT attempts, irrespective of access type (e.g., RACH, SR or PUCCH), LBT type (e.g., type1 or type2), and CAPC (for type 1 transmissions) will fail. Since the occurrence of consistent LBT failure is not dependent on the specific access attempt, there is no reason to consider only SR, RACH, and PUSCH transmissions for purposes of tracking LBT performance. Knowledge of unsuccessful/successful LBT attempts at the MAC layer can be useful to allow for timely and correct detection of consistent LBT failure. Given that we have already agreed for the PHY to provide LBT outcome information to the MAC in some cases, we think it is not difficult for the UE to keep track of all attempts. We also note that the SR can be part of PUCCH, and can be sent with other control information, so it may also be simpler from a UE implementation perspective to consider all LBT attempts including UCI and SRS.
Proposal 1: All uplink transmission attempts are counted towards declaration of consistent LBT failure.
Since we are counting all UL transmissions, it seems reasonable to use a single mechanism (e.g., counters and/or timers) at the UE to detect consistent LBT failure. Moreover, the use of a single mechanism also simplifies UE implementation. 
Proposal 2: The UE maintains a single mechanism to detect consistent LBT failure.
Consistent LBT failure detection
Companies have proposed a variety of techniques to detect consistent LBT failure including the use of mechanisms similar to radio link failure (RLF) and beam failure detection (BFD)[1], as well as a “pure” counter based approach[2]. Both RLF and BFD mechanisms rely on periodic reception of reference signals. However, LBT attempts made by the UE are not necessarily periodic which can lead to a high rate of false positives and fast negatives as illustrated below for the case of the counter based approach and BFD like approach.

Consider first the use of a counter based approach. Here the network configures the UE with a threshold. The UE declares an LBT problem when the number of consecutively occurring LBT failures exceeds the configured threshold. Since the scheme is clocked by UE transmissions, it is easy to describe situations where the scheme results in a false positive. Two possible situations (case A and case B) are illustrated in Figure 1. In case A, the UE attempts many transmission attempts in relatively small period of time when the channel is occupied. In case B, the UE makes intermittent transmission attempts that fail due to LBT, even though the channel itself is usable. The counter based scheme can also result in a false negative when the UE does not attempt any transmission during an extended period of channel occupancy, but that situation is a less serious problem.



[bookmark: _Ref16611586]Figure 1: False positives with a counter based scheme with a threshold set to 5
Consider next a BFD like scheme where the UE starts a timer when an LBT failure occurs, and then increments a counter for every subsequent failure. The counter is set to zero when the timer expires. If the counter exceeds a certain threshold while the timer is running, then the UE declares an LBT problem. In this case, as well, the use of aperiodic UE transmissions to clock the counter can result in unpredictable behavior. For example, the UE may not declare consistent LBT failure in a timely fashion due to the periodic resetting of the counter when the timer expires. See Figure 2 for an illustration of this false negative problem, again with a threshold set to 5. In this example, the UE repeatedly sets the timer to zero without declaring an LBT problem because the number of uplink transmissions is below the threshold configured by the network. 


[bookmark: _Ref16759310]Figure 2: False negative with a BFD like scheme
Observation 1: The mechanism for consistent LBT failure detection needs to adapt and account for the variable number of uplink transmissions attempted by the UE.
In the sequel, we describe a window-based mechanism that avoids the problems described above, and provides a more natural way to detect consistent LBT failure.
In this scheme, the network configures the UE with a window parameter (W) and two thresholds (t1 and t2). The UE keeps track of the number of uplink transmission attempts (N_LBT_attempts) and the number of uplink transmission failures due to LBT issues (N_LBT_failures) over the window (W).
The UE declares an LBT problem if the ratio N_LBT_failures/N_LBT_attempts > t1 and N_LBT_attempts > t2.
The use of the second threshold (t2) is to ensure that the declaration of LBT problem is made by considering a minimum number of transmission attempts, otherwise the result could be very noisy. 
[bookmark: _GoBack]We would like to highlight a couple of issues related to the window-based scheme. First, it avoids the false negative and false positive problems of counter, RLF, and BFD based schemes because it does not depend very strongly on the uplink transmission frequency of the UE. We expect that consistent LBT failure would be rather rare, and so the network is likely to configure reasonably large values of W (say tens or hundreds of milliseconds), allowing the UE to base the determination of LBT problem based on aggregate channel state. Second, the window-based counters N_LBT_attempts and N_LBT_failures require more maintenance effort than normal counters. However, the extra burden is tolerable if the units of W are large (in milliseconds or tens of milliseconds).
Proposal 3: A window-based LBT failure detection scheme is used to declare consistent LBT failure.
There are situations in which the window-based scheme is inadequate in assessing whether the UE has an LBT problem or not. For example, if N_LBT_attempts is low, then the UE cannot declare LBT failure even if every transmission in the current window has failed. For such situations, it is useful to consider a proactive approach by requiring the UE to perform a random access procedure as shown in Figure 3. Once the UE has determined that the UE may be experiencing consistent LBT failure (e.g., based on the ratio in the window-based scheme or the counter in the counter based scheme), then the UE starts a random process procedure. If the channel state is good, then the random access will succeed and the UE can safely determine that there is no need to declare an LBT problem. If the channel state is bad (thus requiring a LBT problem determination), the random access procedure entails a number of uplink transmissions allowing the UE to “sample” the channel state and have a statistically reliable measure for declaring an LBT problem.

 [image: https://lh5.googleusercontent.com/qlPXsrO5aAIvTBBQh4TG_kHHRYuixg3Xoee0CKKvBPTJxqO6YOjO8kLrL2YDaND6BrPu05qWZdqlz6CwLmuUu5P6XMBoJzXOQiW5lHRe_IkEklWTrbeb_BicYVHRa9thg_oJkJWo] [image: https://lh6.googleusercontent.com/qVrK4VE8p_j1QKI6m_yrLRD_XBXKS1zCXmvvAnDNk4K_3px8nZU9LtIN5ADSX1IA-XR4MeXMVWJisfnCc9CapCjWbodMFzKmCe_1Iqeh6gFdUUa0N5lKLCkbxONUh1O63w99Kj1n]
Figure 3: False negative with a BFD like scheme
Proposal 4: The UE can start a random access procedure to determine reliably if there is a consistent LBT problem.
If proposal 4 is agreeable, then the details of how exactly the random access procedure is used for consistent LBT failure determination can be progressed further.
Consistent LBT failure recovery
The recovery action that the UE takes on determining that there is an LBT problem depends on the kind of NR-U configuration (e.g. standalone, CA, or DC). The UE will typically detect an LBT problem in the configured BWP. The UE may be able to perform LBT on multiple sub-bands within the BWP. Since the MAC layer has no knowledge of sub-bands used in the PHY, it seems best to let the UE detect the LBT problem at BWP granularity.
Proposal 5: LBT problems are detected at the granularity of BWP.
If LBT problems are detected for the configured BWP, then it seems most efficient for the UE to consider switching the BWP, either to the default configured BWP or some other BWP.
Proposal 6: The UE can switch BWPs on detection of LBT problem in the current configured BWP.
If the UE is not able to resolve LBT issues by switching BWPs, then further action may depend on the serving cell configuration. If the serving cell is the PCell (in CA case or PCell of MCG in DC case), then the UE should declare RLF
Proposal 7: If the serving cell with LBT issues is the PCell (in CA case) or PCell of MCG (in DC case), then the UE declares RLF.
If the serving cell happens to be the PSCell in DC case, then the UE can send an extended SCG failure report to the MgNB.
Proposal 8: If the serving cell with LBT issues is the PSCell in DC case then the UE sends an extended SCG failure report to the MgNB.
If the serving cell happens to be an SCell (but not SpCell), then the UE could send a secondary cell failure report on the PCell of the MAC entity to which the SCell belongs.
Proposal 9: If the serving cell with LBT issues is not an SpCell, then the UE sends a secondary cell failure report on the PCell of the SCell’s MAC entity.
The secondary cell failure report may include additional information (based on RRC configuration) on LBT failure including, for example, failure counts for all LBT access in a given period, failure counts per LBT type, failure counters per CAPC for type 1 LBT, counts of uplink transmission types (SR, PUCCH, RACH etc.) that were unsuccessful due to LBT failure etc. On reception of this message, the gNB is expected to deactivate or release the SCell.

For the extended SCG failure report, the UE may also include information about other SCells that belong to the SCG. After receiving the message, the gNB is expected to either release the SCG or configure the UE with a different SCG.
Conclusions
In this paper, we consider the problem of consistent LBT failure detection and recovery. Our observations and proposals are summarized below.
Proposal 1: All uplink transmission attempts are counted towards declaration of consistent LBT failure.
Proposal 2: The UE maintains a single mechanism to detect consistent LBT failure.
Observation 1: The mechanism for consistent LBT failure detection needs to adapt and account for the variable number of uplink transmissions attempted by the UE.
Proposal 3: A window-based LBT failure detection scheme is used to declare consistent LBT failure.
Proposal 4: The UE can start a random access procedure to determine reliably if there is a consistent LBT problem.
Proposal 5: LBT problems are detected at the granularity of BWP.
Proposal 6: The UE can switch BWPs on detection of LBT problem in the current configured BWP.
Proposal 7: If the serving cell with LBT issues is the PCell (in CA case) or PCell of MCG (in DC case), then the UE declares RLF.
Proposal 8: If the serving cell with LBT issues is the PSCell in DC case then the UE sends an extended SCG failure report to the MgNB.
Proposal 9: If the serving cell with LBT issues is not an SpCell, then the UE sends a secondary cell failure report on the PCell of the SCell’s MAC entity.
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