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Introduction
The issue of lossless delivery in IAB networks was discussed in an email discussion [1]. Various solutions were considered to implement lossless delivery in the uplink in the event of a backhaul failure. After much discussion it appears several companies favor solution B1 in the email discussion. In this contribution we consider the details of B1 and analyze how this can work in an IAB network.
Discussion
The discussion in [1] was based on the network in Figure 1. Solutions B1, B2, C1, C2 and D were all considered and the pros and cons of each were described. After a lot of discussion it appears that several companies prefer to adopt solution B1.


[bookmark: _Ref16608778]Figure 1
Solution B1 is described as shown below:
· The IAB node, encountering the BH RLF, performs the routing or rerouting of the data (e.g. PDCP PDU #3, #4, #5, #6 which have not been successfully received by the old IAB node e.g. node #2, on the new routing path (e.g. via node #3 in Fig.1);
· The data (e.g. PDCP PDU #1, #2) which has been successfully received by the old IAB node (e.g. node #2) will be routed to the donor via the old routing path;
Several companies have also pointed out that the network can implement the B1 approach without any specification needed.
We examine below how solution B1 can work.
A primary requirement for IAB node#1 to be able to transmit PDUs via node#3 is that it has to have dual connectivity to the CU (via IAB node #2 and node #3). [2] discusses the details of dual connectivity in IAB networks. Given that IAB nodes do not have PDCP, the dual connectivity configuration is between UEs and the CU. In order to be able to transmit PDUs #3-#6 via node #3:
· The routing configuration at IAB node#1 has to allow transmission of PDUs to node #3.
· The bearers corresponding to PDUs #3 - #6 have to be configured to support dual connectivity as split bearers. 
Observation 1: In order to seamlessly transmit PDUs via IAB node#3 instead of node#2, bearers have to be configured with dual connectivity at IAB node #1 with a split bearer. PDCP PDUs #3, #4, #5, #6 have to belong to UE bearers that are configured in this manner.
Observation 2: If IAB node #1 is already configured in the manner described in observation 1, PDCP PDUs can be sent on the second route without any delay (and no additional specification work is needed).
However, if IAB node#1 is not configured as described in observation 1, once an RLF is observed on the node#1-node#2 link, it may be too late to configure dual connectivity at IAB node#1. In such a case, the following are needed:
· Establishment of an alternate route from node 1 to IAB donor. This may require cell search measurements, system information acquisition etc.
· Update of routing tables at node#1 and node#3.
Observation 3: If IAB node#1 is not configured for dual connectivity prior to RLF, then delays related to establishment of an alternate route (including cell search measurements, system information acquisition) and routing table updates will be incurred before PDUs can be transmitted via an alternate path.
Meanwhile, once the PDCP receiver at the CU notices a missing PDCP PDU, it stalls waiting for the missing PDU. Eventually due to a PDCP time out, upper layer retransmissions are triggered. This renders transmission of PDUs #3-#6 via node#3 unnecessary.
Observation 4: The only scenario where PDUs #3-#6 can be transmitted via an alternate path, is the one where the UE is already configured with split bearers that are mapped to two paths. However, in such a case, the routing and bearer mapping mechanisms would already be in place to transmit PDUs #3-#6 on either path.
Based on this we propose the following.
Proposal: RAN2 should focus on specifying dual connectivity for IAB networks. Nothing further is needed to support the B1 approach of lossless delivery.
Conclusion
In this contribution we have analysed the details of the lossless delivery mechanism B1 discussed in [1]. B1 does not guarantee lossless delivery. Furthermore, we have discussed the specific conditions under which B1 can enable rerouting of packets. Below are our observations and proposals.
Observation 1: In order to seamlessly transmit PDUs via IAB node#3 instead of node#2, bearers have to be configured with dual connectivity at IAB node #1 with a split bearer. PDCP PDUs #3, #4, #5, #6 have to belong to UE bearers that are configured in this manner.
Observation 2: If IAB node #1 is already configured in the manner described in observation 1, PDCP PDUs can be sent on the second route without any delay (and no additional specification work is needed).
Observation 3: If IAB node#1 is not configured for dual connectivity prior to RLF, then delays related to establishment of an alternate route (including cell search measurements, system information acquisition) and routing table updates will be incurred before PDUs can be transmitted via an alternate path.
Observation 4: The only scenario where PDUs #3-#6 can be transmitted via an alternate path, is the one where the UE is already configured with split bearers that are mapped to two paths. However, in such a case, the routing and bearer mapping mechanisms would already be in place to transmit PDUs #3-#6 on either path.
Proposal: RAN2 should focus on specifying dual connectivity for IAB networks. Nothing further is needed to support the B1 approach of lossless delivery.
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