3GPP TSG RAN WG2 Meeting #107           		      	    	      R2-1910449
Prague, Czech Republic, Aug 26--30, 2019     	
Agenda Item:	11.1.4
[bookmark: _GoBack]Source:	Intel Corporation
Title:	Flow control in IAB
Document for:	Discussion and Decision
Introduction
This contribution provides results of a targeted simulation study comparing flow control options. The overall purpose is to provide a better understanding of situations where flow control can be beneficial and the types of flow control that are beneficial.
Discussion
End to end flow control
End-to-end flow control for IAB consists of controlling the data rates solely at the IAB donor. A congested node transmits a flow control indication to the IAB donor, which is carried over backhaul RLC channels through the intermediate IAB nodes. The IAB donor reduces the data volume transmitted towards the congested node.
From a protocol architecture standpoint, end-to-end flow control tries to use the F1 interface between the IAB node DU and the IAB donor. Thus it only applies to downlink traffic. The use of the F1 interface also implies that it is transparent to the intermediate IAB nodes.
Hop-by-hop flow control
Hop-by-hop flow control for IAB consists of controlling the data rates at intermediate IAB nodes and the IAB donor. The congested node transmits a flow control indication to the parent node; the parent node reduces the data volume transmitted towards the congested node, but also forwards the flow control indication to its parent node. This process continues hop-by-hop until the indication is delivered to the source.
Hop-by-hop flow control can be applied to both downlink and uplink traffic.
One-hop flow control
One hop flow control consists of controlling the data rates at the immediate parent IAB node. For downlink traffic, the congested node may transmit a flow control indication to the parent node. For uplink traffic, the congested node may limit uplink resource allocation to a child node. 
Simulation scenario and assumptions
We consider a route between a source node and a destination node as shown and analyse the impact of congestion on the route. The route is selected from a larger network of IAB nodes and UEs in which the IAB nodes and UEs are dropped randomly. In order to study flow control for both downlink and uplink we do not explicitly label the IAB donor and the UE. In the context of downlink flow control the source node is the IAB donor and the destination node is the UE. In the context of uplink flow control the source node is the UE and the destination node is the IAB donor.
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Given that the goal is to model congestion and flow control, the physical layer is not explicitly modelled. Instead the SINRs on the links (which is assumed to not vary) are translated to data rates. 
Packets arrive at the source, each packet of size 20 kbits. The packets are segmented into 5 subpackets for transmission (each subpacket of 4 kbits). Packets arrive at the source node according to a poisson process with arrival rate of 800 packets/sec.
Congestion is simulated at node 3, resulting from a drop in link quality on the node3-destination node link. The data rates when congestion occurs along the route are 16 Mbps, 12 Mbps, 8 Mbps and 4 Mbps for the 4 successive links from left to right in Figure 1. Each IAB node is assumed to have a buffer of 160 kbits for the flow being considered and the donor has an infinite buffer. A node initiates flow control related actions when the buffer is 80% full. 
Flow control actions consist of the node transmitting a flow control indication to the donor IAB node and/or the immediate parent node. When an IAB node or the donor receive the flow control indication, it stops transmitting data corresponding to the flow for a wait time (to allow the overloaded buffer to drain). After the expiration of the wait time, the node resumes transmission of data. The flow control indication is subject to a 3 TTI delay at each node for both end-to-end and hop-by-hop flow control indications. That is, if a flow control indication is received in TTI n, it is transmitted to the next node in TTI n+3. For purposes of computation of data rates, goodput etc., a TTI is assumed to be 1 ms.
We compare the following types of flow control:
· No flow control (as the reference case)
· End-to-end flow control
· One hop flow control
· End-to-end + one-hop flow control
· Hop-by-hop flow control
End-to-end + one-hop flow control consists of transmitting flow control indications to the donor and to the parent node. This is applicable to downlink traffic only.
Discussion of Results
The goodput and dropped packet ratio are shown for different values of wait times. The goodput is computed as the data rate corresponding to the successfully received packets. As Figure 2 shows, the goodput for the no flow control case is really low. The goodput for all the other schemes is significantly better. Of these, hop-by-hop flow control performs best. One-hop flow control performs better than end-to-end flow control for the scenario considered. The combination of one-hop and end-to-end flow control performs better than end-to-end flow control by itself.
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Figure 3 shows the ratio of dropped sub-packets to the total sub-packets transmitted by the source. The dropped sub-packet ratio correlates directly to the goodput (i.e., schemes with lower dropped sub-packet ratios show higher goodput).
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Implications for Downlink flow control
Based on the email discussion [1] most companies prefer end-to-end flow control. Based on the results shown above, there is a significant gap between the performance of end-to-end and hop-by-hop flow control approaches. Furthermore, some companies propose to add one-hop flow control to end-to-end flow control. As seen from the results, adding one-hop flow control to end-to-end improves the performance, but it still lags the performance of hop-by-hop flow control.
Observation 1: Hop-by-hop flow control performs significantly better than end-to-end flow control. 
Observation 2: Adding one-hop flow control to end-to-end flow control improves performance, however, it still lags the performance of hop-by-hop flow control.
Implications for Uplink Flow Control
The available options for uplink flow control are hop-by-hop and one-hop, given that the architecture does not facilitate end-to-end flow control for uplink.
The opinions in the email discussion [1] suggest that most companies prefer to not implement mechanisms specific to uplink flow control. A majority of companies feel that a parent node of an IAB node controlling uplink resource allocation to a child node is adequate. This is essentially one-hop flow control. However as indicated above, there is a significant difference in performance between one-hop flow control and hop-by-hop flow control. 
Observation 3: Hop-by-hop flow control performs significantly better than parent resource allocation based flow control.
Conclusion
This contribution has studied through a targeted simulation exercise, different flow control options available for IAB, for both downlink and uplink. We have examined a scenario in which congestion can occur at a node and compared how the different flow control schemes react. The metrics used for comparison are the goodput and the fraction of dropped packets. It should be emphasized that the specific parameters (e.g., buffer sizes, link data rates) are chosen for purposes of comparison of the different schemes rather than as being representative of actual IAB networks. In real IAB networks, additional factors (e.g., number of flows through a node, number of UEs in the network, etc) may need to be additionally considered to set such parameters. Consequently, the results described here should be viewed in relative terms (i.e., for comparison of schemes rather for assessing performance of schemes on their own).
The following are our observations:
Observation 1: Hop-by-hop flow control performs significantly better than end-to-end flow control. 
Observation 2: Adding one-hop flow control to end-to-end flow control improves performance, however, it still lags the performance of hop-by-hop flow control.
Observation 3: Hop-by-hop flow control performs significantly better than parent resource allocation based flow control.
Based on the results we propose the following:
Proposal 1: For downlink traffic, end-to-end flow control is agreed as a baseline. Whether one-hop flow control should be enabled in addition to end-to-end flow control should be discussed.
Proposal 2: For uplink traffic, RAN2 should discuss one-hop flow control and hop-by-hop flow control based on the above results.
References
[1] [bookmark: _Ref17276628]R2-1909622, Report of Email discussion [106#44]

image1.emf
Source node Node 1 Node 2 Node 3

Destination 

node


Microsoft_Visio_Drawing1.vsdx
Source node
Node 1
Node 2
Node 3
Destination node



image2.png
‘goodput in Mbps.

*

ok *
@ o fow control
* e
4 onctoppus E2e
X HopbyHop
& onetiop

T % b 3 w5 @

waiting time ms]





image3.png
Dropped subpacket ratio

10

08

06

04

02

00

waiting time [ms]

® o fow control
* e
4 Onetiop Pus £2¢
X HopByHop
& onetiop
.
** x| K i
ES *
+ o+ 4+
YR 'S
R )




