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Introduction
Support of multiple routes is one of the key features of IAB. This requires support of dual connections at IAB nodes and UEs. The NR dual connectivity framework serves as a starting point for support of dual connections. 
In RAN-105bis the following agreement was reached:
· R2 assumes that the NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB bh links with two parent nodes.
IAB nodes do not terminate UE PDCP traffic. Figure 1 (from [1]) shows the protocol termination options for different bearer types in the network for NR dual connectivity.


[bookmark: _Ref7430146]Figure 1: Protocol termination options for NR dual connectivity
This contribution studies the user plane protocol architecture support needed for support of such dual connections.
Discussion
Dual Connectivity is based on having independent protocol stacks for the MCG and SCG bearers. In particular, as shown in Figure 1, the MCG and SCG bearers are handled by different PDCP entities. Split bearers via MN and SN RLC are also supported. The UE supports two PDCP entities along with separate MAC and RLC entities as shown in Figure 2 (from [1]).


[bookmark: _Ref7432565]Figure 2: UE protocol architecture for NR dual connectivity
In an IAB network, there may be multiple routes from the donor CU to the UE. The multiple routes may be due to:
· Dual radio links at the UE, or
· Dual radio links at an IAB node (i.e., an IAB node with two parents).
If the UE supports dual connectivity, then it has the capability from a protocol point of view (i.e., Figure 2) to support the dual routes with dual radio links at the UE. 
Observation 1: If the UE supports dual connectivity, it has the protocol structure to support dual routes.
However, if the UE does not support dual connectivity, support of dual routes is more challenging. In such a case the UE can only have a single radio connection to an IAB node. Dual routes can still be supported between the access IAB node and the DU or CU. In order to transfer data to the UE over the dual routes, the access IAB node has to merge data carried on the dual routes in the downlink (and analogously split data on the uplink).
Proposal 1: If the UE does not support dual connectivity, the access IAB node is responsible for merging (on the downlink) and splitting (on the uplink) the data for the UE carried on the dual routes.
Next we consider details of protocol architecture for the two cases – dual connectivity at UE and dual connectivity at IAB node.
IAB node with dual parents 
Dual connectivity at IAB nodes enables having multiple routes from the CU to the UE (or access IAB node). This is the more important dual connectivity scenario, since it does not require dual connectivity support at the UE. The possible structures for IAB node dual connectivity can be classified as: dual routes to different DUs and dual routes to a single DU.
Dual routes to different DUs


[bookmark: _Ref7437859]Figure 3: IAB node with dual routes to different DUs
Figure 3 shows an example of an IAB node with dual routes to different DUs. In order to support dual connectivity in such a scenario, we can envision the following partitioning of the protocol layers shown in Figure 1:
· The SDAP and PDCP functions in the CU
· RLC bearer configuration in DU1 and DU2 for each of the two routes respectively
This enables different UE bearers to be mapped to the different routes. The corresponding protocol architectures at the CU, DUs and the UE are illustrated in Figure 4. The access IAB node in this case (IAB node 3) transmits data of the two routes over different RLC bearers to the UE. If the UE does not support dual connectivity, it switches PDCP entities (i.e., only one route is actively carrying data at a given time) when ordered to. If the UE supports dual connectivity, it can maintain two PDCP entities simultaneously and is able to receive data from the two routes simultaneously.


[bookmark: _Ref7450050]Figure 4: Protocol architectures for support of dual routes to different DUs carrying separate UE bearers
Proposal 2: For an IAB node that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying different UE bearers can be supported by different DRBs. 

A slightly modified architecture can also support split bearers, as shown in Figure 5. This architecture carriers a split bearer over two routes to the access IAB node. 


[bookmark: _Ref7616206]Figure 5: Protocol architecture for support of dual routes to different DU carrying a split UE bearer
Observation 2: For an IAB node that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying a split UE bearer can be supported by:
· Configuring the first DU and the second DU to carry data from the PDCP entity.
Dual routes to same DU


[bookmark: _Ref7452006]Figure 6: IAB node with dual routes to same DU
[bookmark: _GoBack]Figure 6 shows an example of an IAB node with dual routes to the same DU. In order to support the dual routes, we can envision a similar split at the CU as shown in Figure 4. Since the separate routes correspond to different PDCP entities, the DU has to maintain separate RLC entities for the two routes. The protocol architecture for this case (not shown) is similar to the one shown in Figure 5 with the difference that DU1 RLC/DU1 MAC and DU2 RLC/DU2 MAC are placed in the same DU.
UE dual connected
If the UE is dual connected to two IAB nodes, the protocol architectures shown above can be modified to support multiple routes. The architectures have a close resemblance to what is shown in Figure 4 and Figure 5, with the exception that the UE has dual protocol stacks. We illustrate these below for the case where the UE is connected to different DUs via different IAB nodes as shown in Figure 7.


Figure 7: Dual connected UE with different routes to different DUs
The corresponding protocol architectures are shown in Figure 8 for the separate bearer and split bearer cases. In the split bearer case, the UE receives data of the two routes over separate access RLC channels and handles them with one PDCP entity.



[bookmark: _Ref16783807]Figure 8: Protocol architectures for supporting dual routes from UE (separate bearers on the left and split bearer on the right)
Proposal 3: For a UE that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying different UE bearers can be supported by different UE DRBs with different PDCP entities. 
Proposal 4:  For a UE that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying a split UE bearer can be supported using a single UE DRB.
Conclusion
This contribution has studied the protocol architecture aspects for support of dual routes in IAB networks. Dual routes can be based on dual connectivity at an IAB node or at the UE. We have described in several figures the protocol locations and architectures needed to be able to transmit to and receive from a UE over different bearers or split bearers. Our observations and proposals are reproduced below, which RAN2 is request to discuss and agree.
Observation 1: If the UE supports dual connectivity, it has the protocol structure to support dual routes.
Proposal 1: If the UE does not support dual connectivity, the access IAB node is responsible for merging (on the downlink) and splitting (on the uplink) the data for the UE carried on the dual routes.
Proposal 2: For an IAB node that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying different UE bearers can be supported by different DRBs. 
Observation 2: For an IAB node that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying a split UE bearer can be supported by:
· Configuring the first DU and the second DU to carry data from the PDCP entity.
Proposal 3: For a UE that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying different UE bearers can be supported by different UE DRBs with different PDCP entities. 
Proposal 4:  For a UE that is dual-connected to two different DUs (directly or through other IAB nodes), dual routes carrying a split UE bearer can be supported using a single UE DRB.
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