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Introduction
During RAN2#106, the following were agreed for routing in IAB:
· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
· Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
· Each BAP routing id has only one entry in the routing table.
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
The main point of the above agreements is that a BAP routing ID is defined as combination of a BAP address and a BAP path ID. The path ID is used to distinguish multiple routes to the same IAB node.
The remaining aspects related to IAB routing include routing at intermediate IAB nodes when there is an RLF or when there is a need for load balancing. In this document, we discuss these issues.
Discussion
Based on the above agreements there are two ways in which routing information for a given destination node can be encoded in a routing table of an IAB node:
· The BAP routing ID can be just the BAP address of the destination node. 
· There can be multiple BAP routing IDs with the BAP address of the destination node.
The routing scenario where there is a single path to an (access) IAB node are straight-forward. In such cases only the first of the two methods above are needed. That is, the destination BAP address (is essentially the same as the BAP routing ID, and) routing tables at intermediate nodes map the BAP routing ID to the next hop of the path. 


Figure 1: IAB network with multiple routes to an access IAB node
We consider here the case where there are multiple routes to an (access) IAB node. In this scenario there are the following possibilities:
1. The intermediate IAB node routing table configuration is such that the two paths are distinguished (BAP routing ID1 = BAP address + pathID1, BAP routing ID2 = BAP address + pathID2), as shown in Table 1. For downlink traffic, the donor DU adds to the BAP header either BAP routing ID1 or BAP routing ID2. The selection of path1 vs path2 is fully in the control of the donor. Uplink traffic is treated in a similar manner with the access IAB node inserting one of two BAP routing IDs.
2. The intermediate IAB node routing table configuration does not distinguish the two paths. It has two egress links mapped to the single BAP routing ID (= BAP address of the destination node) as shown in Table 2. This requires the intermediate IAB node to decide, on a packet-by-packet basis, which route is used. 
[bookmark: _Ref16453665]Table 1: Routing table at IAB node 1 (with the two paths distinguished)
	BAP routing ID
	Egress link

	
	

	BAP routing ID 1 = <BAPAddress4, PathID1>
	Node 2

	BAP routing ID 2 = <BAPAddress4, PathID2>
	Node 3



[bookmark: _Ref16453682]Table 2: Routing table at IAB node 1 (with the two paths not distinguished)
	BAP routing ID
	Egress link

	
	

	BAP routing ID  = <BAPAddress4 >
	Node 2, Node 3



The rationale for approach 2 above is to enable some degree of local control of routing – i.e., control at the intermediate IAB node, rather than at the donor DU. The reasons considered for such local control are load balancing and rerouting due to RLF. Below we examine each of these cases in more detail.
Rerouting due to RLF
One potential reason for enabling local routing control at an intermediate IAB node is the occurrence of RLF downstream of the IAB node. For example, if an RLF occurs between node 2 and node 4, node 1 is not aware of the RLF. Therefore it does not have means to prefer one path over the other. The donor DU will likely learn of the occurrence of the RLF (due to an indication on the alternate path – via node 3 - from the impacted node). Once the donor DU learns of the occurrence of the RLF, it can use the BAP routing ID corresponding to the path that is not affected by the RLF for all new packets.
Observation: Once the donor DU becomes aware of the occurrence of an RLF, it can use BAP routing IDs corresponding to paths that are not affected by the RLF.
Consider the case where there is an RLF between node 1 and node 2. This could be a scenario where local routing can be applied. There can be some packets transmitted by the donor before the donor has knowledge of the RLF. Such packets can still be routed to the destination.
· If the approach of table 2 is used, such packets can still be routed to the destination since node 1 is allowed to choose either outbound path.
· If the approach of table 1 is used, the IAB node can still route such packets to the destination without additional information in the routing tables. For example, if IAB node 1 receives packets with BAP routing ID1 and is unable to transmit to IAB node 2 due an RLF between node 1 and node 2, then it can find an alternate BAP routing ID with the same BAP address (i.e., BAP routing ID2) and transmit on the corresponding link.
Proposal 1: If a node receives a packet with a BAP routing ID1 corresponding to a path on which RLF has occurred, the node can transmit the packet on a link corresponding to another BAP routing ID2 with the same BAP address as BAP routing ID1. This behaviour applies only when RLF has occurred on the first path. 
Rerouting for Load balancing
Load conditions (and congestion occurrence) at a downstream node are not known to an IAB node. Assuming direct flow control between IAB donor and the IAB node (i.e., IAB end-to-end flow control) is used the donor becomes aware of congestion before intermediate nodes. For example, if congestion occurs at IAB node 2, IAB end-to-end flow control allows node2 to signal to the donor the congestion status. The donor DU can then perform appropriate load balancing between BAP routing ID1 and BAP routing ID2, and if necessary avoid the use of BAP routing ID1 until the congestion is mitigated.
If hop-by-hop flow control is used in addition to IAB end-to-end flow control, IAB node 1 can be made aware of congestion at IAB node 2. In this case, IAB node 1 may be able to perform some load balancing locally but its benefits only last until the donor is made aware of the congestion. Consequently, there is very little value in locally prioritizing paths at intermediate IAB nodes based on congestion downstream.
Proposal 2: Information to prioritize between paths at an intermediate IAB node is not needed and need not be configured in IAB node routing tables.
Conclusion
We have considered the issue of local routing in IAB nodes. The reason for considering local routing is to enable re-routing of packets (where possible) via alternate routes in the case of an RLF or for load balancing. Given previous agreements regarding routing, we analysed how local routing can be enabled when there is RLF. We do not see a need for local routing for load balancing reasons. For RLF scenarios, we have described how local routing can be achieved. Below are our observations and proposals:
Observation: Once the donor DU becomes aware of the occurrence of an RLF, it can use BAP routing IDs corresponding to paths that are not affected by the RLF.
Proposal 1: If a node receives a packet with a BAP routing ID1 corresponding to a path on which RLF has occurred, the node can transmit the packet on a link corresponding to another BAP routing ID2 with the same BAP address as BAP routing ID1. This behaviour applies only when RLF has occurred on the first path. 
Proposal 2: Information to prioritize between paths at an intermediate IAB node is not needed and need not be configured in IAB node routing tables.
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