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Introduction

According to 38.825, For deterministic periodical TSC traffic type, the configured grant type transmission can dramatically match such kind of traffic mode. However, the jitter issue is raised up by the current configuration of configured grant/SPS as well as some differences between TSC traffic and Configured grant. For example: 

The requirement of TSC traffic period is not included in the periodical configuration of CG/SPS

The unit of TSC traffic period is not aligned with the unit of the periodic of TSC traffic

Thus for dealing with the jitter issue, the scheduling enhancement in the use of CG/SPS is necessary,  the intention of this contribution is to share our views on the resolution to the jitter.
Discussions
 Issue 1: Multiple CG/SPS configuration for one specific TSN service
For adapting to the TSC traffic type of deterministic periodic transmission, the configured grant transmission (CG) and semi-persistent transmission (SPS) can save the DCI signaling overhead as well as reduce the scheduling delay. However, since the current SPS/CG configuration is not designed for TSC traffic type, some issue has been identified in the configuration of periodicity.
According to the 38.825, some use cases’ periodic requirement is defined in the unit of Hz, for example:
	Use case
	Frequency
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	Smart grid
	1200 Hz
	0.833 ms

	Video based sampling
	60 Hz
	16.667 ms

	PTP synchronization
	8 Hz
	125 ms


In such cases,  the difference between the margin of TSC traffic type and CG/SPS will cause the grant drift which may lead that the configured grant/assignment is coming too late for the corresponding URLLC data. The delay will be occurred inevitably. Furthermore , the difference between the CG/SPS grant and TSC data arrival is getting larger while the period number is increasing.
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Fig.1 The illustration of the drift between CG/SPS and TSC in case of the period in different units
Observation 1:  Considering the misalignment in units (i.e. symbol, ms V.S. Hz) of period between CG/SPS and TSC, which may cause the grant drift for TSC data and lead to unexpected transmission delay, single SPS/CG configuration can not meet the requirement of TSC traffic.

For the mismatch of periodicity between CG/SPS and the TSC traffic caused by the misalignment in units (i.e. symbol, ms V.S. Hz) ,  some discussion have been made in RAN1 as well, and it has been concluded that  “multiple CG/SPS mechanism can be used to enhancing reliability and reducing latency by shifting the start time of the first transmission occasions for multiple configurations”. The following example can be referred to:
A UE may carry deterministic periodic TSC traffic, and the periodicity of which is not an integer multiple of NR supported SPS periodicities. E.g. for 60Hz TSC message frequency, the periodicity will be 16.67ms, which cannot be expressed with the subframe (e.g. the interval in subframe unit is not a constant, maybe 17 or 16), but multiple SPS configuration with subframe periodicity can match the 60Hz periodicity, such as:
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It can be expressed by multiple SPS as:

{

SPS 1: SPSStartSubframe = 0;    SPSInterval=50 subframe. 

SPS 2: SPSStartSubframe = 17;  SPSInterval=50 subframe. 

SPS 3: SPSStartSubframe = 34;  SPSInterval=50 subframe. 

}

From above instance, theoretically, a cluster of  SPS/CG configurations with a certain period can be always found to deal with this issue perfectly. May companies have some concerns about the current coarse granularity of SPS/CG, we also gave out our suggestion in [1]. Moreover, it can be seen that the multiple configured grants and SPS is configured for adapting to a specific TSN traffic, thus the multiple CG/SPS serving for the same services can be configured as a group, which shall be activated/deactivated simultaneously.

Proposal 1: The multiple CG/SPS can be utilized for the case that misaligned unit of periodic between SPS/CG and TSN traffic. If multiple CG/SPS is configured for one specific TSC traffic, the transmission of these CG/SPS need to be activated/deactivated simultaneously. 
In addition, according to the agreements achieved in RAN 1:

Agreements:

Support separate activation for different DL SPS configurations for a given BWP of a serving cell.

FFS whether or not to support joint activation in a DCI for two or more DL SPS configurations
Support separate release for different DL SPS configurations for a given BWP of a serving cell.

FFS whether or not to support joint release in a DCI for two or more DL SPS configurations 

Agreements:

Support joint release in a DCI for two or more configured grant Type 2 configurations for a given BWP of a serving cell if the bit-length for indication which configurations released is no more than 4 bits and DCI size is not impacted by adopting joint release. 
FFS details. 
It can be seen that the multiple SPS/CG activation/deactivation was already treated as one possible study. And reserved bits for deactivation of two or more configured grant type 2 configurations for a given BWP is no more than 4 bits, but the maximum number of configured grant configuration is 12 which is achieved in RAN1 agreements, thus only 4 bits length can not fully indicate 12 configured grant configuration simultaneously.

Observation 2: From RAN1 perspective, no more than 4 bits would be reserved in one DCI to deactivate the multiple configured grants simultaneously which can not fully indicate 12 configured grant configuration in the use of only 4 bits length
But considering that Multiple CG/SPS configuration for one specific service need be always activated/deactivated in a DCI for saving the DCI overhead. we think the multiple CG/SPS configuration for one specific TSN traffic type can be allocated into one group , and NW is able to use 4 bits length as a bit map to fully indicate the 12 configure grant configuration simultaneously
Proposal 2: Group based SPS/CG activation/deactivating shall be supported, in which a group ID can be allocated to each SPS/CG configuration, and the control bit in DCI will be mapped to the SPS/CG group.

 Issue 2: The multiple configured grant for different TSN service
According to the 38.825, we can derive the following information about the TSN traffic and corresponding solution
	No.
	TSN traffic characteristic
	Description
	Potential solutions and enhancements

	1
	Deterministic nature of TSN traffic
	As captured in TS 22.104 [6], TSN traffic is often periodic, deterministic (meaning that the delay between transmission of a message and receipt of the message at the destination address needs to be stable (within bounds)) and with a message size which is fixed or in a specified range.
	Knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule either via CG/SPS or dynamic grants. It would be beneficial to provide the relevant information, e.g. upon QoS flow establishment. The provided information should at least include message periodicity, message size and reference time/offset. Additionally, such information as survival time could be considered, if deemed useful.

The information could be provided either from the Core Network or from the UE, but since Core Network interacts directly with the TSN network and possesses all the required information, it is preferred for this information to be signaled from the Core Network.


Thus for deterministic periodic TSC traffic type, NW can configure one or multiple accordant periodical configuration transmission to UE for reducing the DCI overhead and saving the time consumption for DCI scheduling. Since a lot of relevant parameters of the configured grant configuration is persistent after it is activated (including configured grant type 1 and type 2) , for instance, the PUSCH duration , TB size, MCS level ,etc. All of these parameters are configured to UE for carry the data from specific TSN service. If the unexpected data from other service occupy the configured grant, the RLC segementation may be occurred, which means the target data from specific service can not meet the delay requirement of one deterministic service, Thus the issue is raised how to prevent the unexpected data from occupying the dedicated configured grant. 

Observation 3: In case multiple configured grant are configured for different services respectively, some mechanism is required to ensure the mapping between the configured grant configured and data packet from the concerned services.
The LCP procedure is manly used for composing the MAC PDU when a configured grant is approaching,  it can be separated into two part, the first part is LCH restriction, the second part is resources allocation algorithm among the available LCHs selected by the first part. Thus one direct way is to enhance the current LCH restriction for blocking the LCH where the data is not permitted to use the configured grant type 1 or type 2. However,  the current LCH restriction have already included the ConfiguredGrantType1Allowed , in addition, the configure grant type 1 resources are shared among multiple UEs, the reliability requirement might not be met since the collision may be occurred , thus the type 1 only can be just used for aperiodic transmission. For the case that deterministic periodic TSN traffic,  we can just focus on the configured grant type 2. For reaching the mapping relationship between the configured grant and TSN service,  we have the following options:
Option 1: introduce the parameter ConfiguredGrantType2allowed

Option 2: introduce the parameter for allowing using configured grant type 2 resources in a granularity of configured grant configuration, for example, ConfiguredGrantType2ConfigurationAllowed

Assuming that the LCP procedure performance might be as imminent as possible to the start symbol of PUSCH transmission, thus the difference between these two options is mainly taken place in the below intra-UE multiplexing scenarios:

Scenario 1: The conflict between dynamic grant and CG

Scenario 2: The conflict between CG and CG

Obviously, both option 1 and option 2 can prevent the data from LCH whose parameter is not set from occupying the concerned configured grant resource. But only option 2 can provide more precise control  in scenario 2, for example, the LCH restriction in a granularity of configured grant type 2 configuration can block the data of configured grant type 2 configuration#1 to use the resources of configured grant type 2 configuration#2. In contrast, the option 1 method may cause the transmission delay if the token bucket  rule cannot work properly to separate these two kinds of data.

Thus above analysis, we propose that:

Proposal 3: For each LCH, the allowed type 2 configured grant configuration can be configured as part of LCP restriction.
Conclusion 

Based on all the analysis above, we give our proposals as:

Observation 1:  Considering the misalignment in units (i.e. symbol, ms V.S. Hz) of period between CG/SPS and TSC, which may cause the grant drift for TSC data and lead to unexpected transmission delay, single SPS/CG configuration can not meet the requirement of TSC traffic.

Proposal 1: The multiple CG/SPS can be utilized for the case that misaligned unit of periodic between SPS/CG and TSN traffic. If multiple CG/SPS is configured for one specific TSC traffic, the transmission of these CG/SPS need to be activated/deactivated simultaneously. 
Observation 2: From RAN1 perspective, no more than 4 bits would be reserved in one DCI to deactivate the multiple configured grants simultaneously which can not fully indicate 12 configured grant configuration in the use of only 4 bits length
Proposal 2: Group based SPS/CG activation/deactivating shall be supported, in which a group ID can be allocated to each SPS/CG configuration, and the control bit in DCI will be mapped to the SPS/CG group.

Observation 3: In case multiple configured grant are configured for different services respectively, some mechanism is required to ensure the mapping between the configured grant configured and data packet from the concerned services.
Proposal 3: For each LCH, the allowed type 2 configured grant configuration can be configured as part of LCP restriction.
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