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1 Introduction
This paper aims at capturing the outcome of the following email discussion:

[106#45][IAB] Lossless behaviour (Huawei)


Intended outcome: Report, paving the way for on-line agreements


Deadline:  Thursday 2019-08-08

2 Discussion

In our IAB WID, following objective is captured:

	·    Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.


In RAN2#105bis meeting, we agreed the following agreement:

	· The IAB system should provide lossless end-to-end packet delivery. Enhancements to existing mechanisms, if needed, are FFS.




In this paper, we discuss the potential issue and solutions for lossless end-to-end packet delivery. The outcome of this discussion could be on whether any enhancement is needed and any possible solution down selection, if needed.

2.1 Identify the issue to be solved 

Since the lossless packet delivery in IAB has been discussed in the SI phase, the following discussions are based on the analyses in the TR 38.874 and companies contributions in last RAN2 meeting [1-8].

During our previous discussions, only the upstream issue has been addressed in the TR, since it is obvious that the donor could retransmit any PDCP PDU irrespective of whether successful delivery has been confirmed by RLC. Therefore, in this email discuss we try to focus on the upstream case.

Observation 1: For downstream, the donor implementation can guarantee the lossless end-to-end packet delivery, e.g. retransmission based on the DL DATA DELIVERY STATUS.

For upstream, the issue of HbH ARQ is descripted by one example case below:
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Figure 1. Example scenario for upstream transmission

UE transmits upstream data to the IAB donor via the path of IAB node #0, IAB node #1 and IAB node #2 (without IAB node #3). For the time being, some PDCP PDUs have the following status (Note that the discussed PDCP PDU here is somehow equal to the RLC SDU if assuming no segment in the example.):

· The PDCP PDU #0 has been received by IAB donor.

· PDCP PDU #1 and #2 have been received by IAB node #2. 

· PDCP PDU #3 has not been received by IAB node #2 and has been submitted to RLC layer by IAB node #1. 

· PDCP PDU #4, #5 and #6 have been received by IAB node #1, but have not been submitted to RLC layer. 

· PDCP PDU #7 has been received by IAB node #0.

· PDCP PDU #8 and #9 are still buffered at the UE side.

And the BH RLF occurs between IAB node #1 and node #2. IAB node #1 re-establishes the BH link at the new parent IAB node #3. According to the existing mechanisms in RLC and PDCP specification, as referred in the Annex section 5, following operations would happen:
· The RLC entities at IAB node #1 will be re-established and will discard the RLC PDUs/SDUs rather than retransmission, after RRC re-establishment;

· The RLC PDUs and SDU of PDCP PDU #3 are discard by IAB node #1;

· The handling to the PDCP PDU #4, #5 and #6 at the BAP layer of IAB node #1 is pending on the discussion of BAP functions (e.g. BAP buffering and routing function). 

· Whether BAP layer will be enhanced to reroute the PDCP PDU # 3 to the new parent node will be discussed later in the section 2.2 as option B; The assumption on the existing mechanisms is that the BAP layer rerouting function has not been agreed yet.

· The PDCP PDU #3 will not be rerouted by IAB node #1 to the new parent node, unless some enhancements are introduced.
· Whether BAP layer will route PDCP PDU #4, #5 and #6 to the new parent IAB node #3 or discard those data needs to be confirmed by companies, which is asked in Q1-1b.

· The PDCP PDU #4, #5 and #6 may not be routed by IAB node #1 to the new parent node.

· There is no PDCP layer retransmission at any IAB node;

· Even if the topology change triggers the UE PDCP re-establishment, UE will not retransmit the PDCP PDUs, which have been successfully received by the access IAB node and confirm by lower layer;

· The PDCP PDU #3, #4, #5, #6 will not be retransmitted by the UE;

Therefore, some data (i.e. PDCP PDU #3, #4, #5, #6) may not be able to be received by the IAB donor. Without any enhancement to existing mechanism, the PDCP PDUs, which have not been successfully transmitted on the BH link suffering RLF, will result in E2E data loss.
As to the scenario, where UE changes its access IAB node but no IAB node topology change, UE PDCP can retransmit unacknowledged PDCP data on the new access IAB node and the acknowledged PDCP data will  be routed to the donor via the old path. There seems to be no issue in this scenario [2].

Companies are welcome to answer the following questions and provide your understanding on the possible issues related to the lossless end-to-end packet delivery.

Q1-1a: Whether the existing mechanisms cause the L2 E2E data loss, for the data that has been submitted to RLC layer by intermediate IAB node (i.e. data #3), in case of BH RLF?

	Company
	Agree with the issue?
	Comments

	Nokia
	Yes
	

	Intel
	
	We see this as a theoretical possibility, but for practical Rel 16 IAB deployments this should not be an issue. Note:

· Backhaul links are stationary and backhaul failure should be very rare. Designing mechanisms to retransmit a few packets when such a rare failure occurs seems unnecessary.

· Even if we design a scheme to retransmit packets (after backhaul link is recovered), it will have very limited value. Backhaul recovery can take a significant amount of time; in this period, the upper layer timeouts can trigger retransmissions (e.g., at TCP layer) making the retransmissions of the buffered PDCP PDUs unnecessary.

	Kyocera
	Agree
	In addition to BH-RLF / RRC Re-establishment, we wonder if the topology change with handover of intermediate IAB node causes the same problem, since PDCP Data Recovery at the UE does not work. Also, the Inter-CU handover of UE is the problematic case as captured in TR38.874. 

	Ericsson
	Yes
	Upon RRC reestablishment, the RLC entity is reset, and hence, the RLC SDUs (and PDUs) are dropped. This behaviour is specified for the UE. The question is if this behaviour should also be applied to IAB nodes.

If RLC transmitter side does not drop the RLC SDUs, the network can recover the data and minimize losses. In principle, this behaviour could be applied for IAB nodes, and, TCP would recover the missing/lost data. Also, it could be allowed (via implementations) if possible that network does not flush the RLC buffers but rather updates the BAP and RLC headers of the BAP PDUs and RLC SDUs and re-routes the packets. This might be very complex for some scenarios, thus, it should be up to the network implementation to either follow legacy UE behaviour (i.e. choose to flush the buffers) or adopt something else.

In conclusion, following the legacy UE behaviour for the re-establishment should be up to the network behaviour implementation.

	NEC
	Yes
	For a regular UE, if RLF occurs, the RLC entity is re-established and PDCP layer will be responsible for the data recovery. But for an IAB node, there is no PDCP entity. So it is nature that the IAB RLC entity keeps all un-confirmed RLC PDUs, to find another route for re-transmission

	QC
	Yes
	The above assessment is correct. However, we agree with Intel that packet recovery after BH RLF may have no benefits. Since recovery takes a lot of time, TCP has already retransmitted the packets.

On Kyocera’s comment: For topology adaptation using MT handover, in flight packets can still be delivered on the old path, i.e, there won’t be any packet loss.

	OMESH
	Yes
	Agree with QC, BUT we think such loss can be AVOIDED by not sending #3 at all by detecting the link quality is IAB node #2 is fragile.

	AT&T
	Yes
	It is possible that under the described uplink scenario there could be loss of data in case of backhaul RLF. In initial fixed IAB node deployments with managed IAB links, the probability of BH RLF is lower so it may not be necessary to introduce complicated solutions to address this issue. A simple solution that can at least address this issue for common scenarios would be sufficient for Release 16. 

	Huawei
	Yes
	

	CATT
	Yes
	The issue exists with the current procedure.

	KDDI
	Yes
	The above assessment itself is correct, However we are also wondering whether it could be a big issue to be addressed.

	LG
	Yes
	Because IAB node discards all RLC SDU/PDUs when receiving reestablishRLC set to ‘true’, data loss can occur.

On QC’s comment:

All packets forwarded on old and new paths may not be lost if the MT migrates to a node underneath the same CU. But, if the MT migrates to a node underneath a different CU, the packets will be discarded because old security configuration has been applied to the packets (e.g., integrity verification failure, wrong deciphering).

However, we don’t think that such case should be considered in Release 16 as RAN2 made the agreement that ‘intra-donor cases have priority’.

	Samsung
	Yes
	In general, the network behaviour is not specified in RLC/PDCP specification. However, a new function would be specified to help the network implementation if there is any critical issue to be resolved by network.

	ZTE
	Yes
	The existing mechanisms cause the L2 E2E data loss for those data. 

	Lenovo&MotoM
	Yes
	Data loss could happen if the current UE behaviour without RLC retransmission is applied to the IAB node.

	ETRI
	Yes
	At RLC reestablishment, IAB node discards all RLC SDUs and PDUs. So above scenario is correct.

	KT
	Yes
	

	Futurewei
	Yes
	

	Sequans
	Yes
	


The delivery of data #4,#5 and #6 relies on the companies’ understanding on BAP function and buffering. BAP layer may buffer some data which have not been submitted to RLC layer. In that case, if those data can be routed by IAB node #1 to the new parent node #3 when BH RLF occurs, there will be no data loss. Otherwise, L2 data loss will happen. Therefore companies are welcome provide views on the understanding of BAP functions.

Q1-1b: Whether BAP layer (e.g. at the IAB node #1) routes the data, which is received by BAP layer before the BH RLF and has NOT been submitted to RLC layer (i.e. data #4, #5 and #6), to the new parent node in case of BH RLF? If the answer is no, please provide your views on whether the existing mechanisms cause the L2 E2E data loss for those data?
	Company
	Route to new parent?
	Comments

	Nokia
	Yes
	We think that non-confirmed RLC PDUs/SDUs can be saved in the IAB node #1, including data #3, which can be fed back to BAP layer before being removed from RLC buffer (this can be left to IAB node implementation).

	Intel
	Yes
	In our understanding there is nothing preventing the BAP layer at an IAB node from submitting #4, #5 and #6 to the RLC layer after BH recovery. For example, the IAB node can stop submitting data to the RLC layer if it has experienced a BH RLF (and restart it only after recovery). This can be done without any specification. 

	Kyocera
	Yes
	We assume it works as long as the parent is belonging to the same IAB donor. 

	Ericsson
	Yes
	Firstly, we should clarify where the transmit buffer is located. From an architecture point of view, it would be interesting to place the buffer in the BAP entity. However, if the BAP entity does not introduce SN in the BAP SDU, then the BAP entity will not be able to identify PDUs, the same as for RLC TM or SDAP entity. Thus, the entity which seems to be more suitable for buffering is RLC.

Secondly, regardless of the entity that buffers data, the RLC transmitter side ensures that all RLC SDUs pending of an RLC ACK, get an updated BAP header (if there is a new route) and a new RLC header. This would mean that #4, #5, and #6 would be delivered to the next node #3.

Considering the limited available time budget in Rel-16, we would prefer to leave it for implementation rather than putting much effort to discuss this issue.

	NEC
	Yes 
	As we commented in Q1, #3 can also be kept in RLC entity in IAB node 1. So we think not only #4 #5 #6, but also #3 can be re-routed to another parent IAB node 3. If RLF occurs, it is nature for IAB node 1 to switch the path towards IAB node 3. 

	QC
	No
	Rerouting is possible but it implies that the CU configures a new route for the destination BAP address carried on packets #4,5,6. This might help delivery of packets #4,5,6 but packet 3 is still lost. 

	OMESH
	Yes
	The packets #4,5,6 shall be send dynamically on alternatively route in case of RLF between node #1 and #2. Packet #3 may be fed back depending on how we specify it.

	AT&T
	Yes
	It is possible to recover PDU #s 4, 5, and 6. Also, if it is fed back to the BAP layer before clearing the RLC buffer, even PDU #3 could be recovered. 

	Huawei
	Yes
	In order to transmit the data #4, #5 and #6 to IAB node #3, BAP SDU or RLC SDU should not be discarded upon/after IAB node #1 re-establishes at IAB node #3. As long as a new routing path is configured and IAB #1 can buffer the data #4, #5 and #6 (at BAP later or RLC layer), it will not cause L2 E2E data loss for those data.

	CATT
	Yes
	There seems no reason not to forward packet #4,5,6 to the new backhaul path.

	KDDI
	Yes
	Same view as CATT.

	LG
	Yes, but
	If the data are submitted to RLC after RLC reestablishment procedure has been completed, the data will be routed to the new parent node. How and when to reroute to the new parent node can be left for IAB node implementation.

	Samsung
	Yes
	It can be done by network implementation. The matter is whether to have to specify it in the specification. Our opinion is NO.

Note that RLC specification doesn’t say anything about when to discard RLC SDU/PDU in the transmitting RLC entity except the expiry indication of PDCP discard timer, RLC re-establishment/release, and RLC PDU with invalid values, i.e. even for UE’s transmitting RLC entity, when to discard RLC SDU/PDU is mainly up to UE implementation. 

In the same reason, we wonder if the buffering or discarding of packets in IAB nodes should be specified.

	ZTE
	Yes
	The re-routing of data packets at BAP layer is necessary in IAB network to ensure service continuity. 

	Lenovo&MotoM
	Yes
	The packet #4,#5,#6 including #3 should be re-routed to the new parent in order to avoid data loss.

	ETRI
	Yes
	Necessary to introduce the re-routing function at BAP layer for lossless E2D delivery of data.

	KT
	Yes
	Same view with LG.

	Futurewei
	Yes
	It seems packets #4,#5,&#6 can be resubmitted to RLC after RLC reestablishment (assuming the BAP forwarding table is configured appropriately). However, this seems to be achievable via implementation, and we don’t think anything needs to be specified for this to work.

Perhaps a more interesting scenario would be if the link between IAB node #2 and the donor suffers a RLF, and IAB node #1 has an alternative path to the donor via IAB node #3. Should the network then attempt to deliver packets that have already been delivered to IAB node #2 via this alternative path (node #2 -> node #1 -> node #3 -> IAB donor)?

	Sequans
	Yes
	


Other approaches without any specification impact to address the above issue are considered in [5]. For example, setting the PDCP reordering timer to infinity for DRBs could somehow address the issue, but data loss can still occur, due to the topology change. 

In addition, another option can be relying on higher layer (e.g. TCP) retransmissions for some delay-tolerant applications. However, it means we cannot guarantee the lossless end-to-end packet delivery in IAB from L2 point of view. 

Note that we have captured the objective to specify the enhancement in the WID, as “specification of mechanisms to enable lossless delivery in hop-by-hop ARQ”. We also have agreed that “the IAB system should provide lossless end-to-end packet delivery”.

Therefore, companies are welcome to provide your comments on the need of any enhancement. If companies think no enhancement is needed, please provide your understanding (e.g. how to achieve the lossless end-to-end packet delivery or why the BH RLF can be considered as rare case).
Q1-2: Does company think that RAN2 should specify solution to enable the L2 data lossless deliver for the above issues?

	Company
	Yes or no?
	Comments

	Nokia
	Yes
	We think this is an issue, but, as mentioned above, higher layers (TCP) will be able to eventually recover the lost data. This will happen with a loss in performance, but for fixed IAB nodes, when radio planning is done properly, RLFs should not be very common. Thus, we should aim at having a simple solution for this issue.

	Intel
	No
	Note that the agreement says the IAB system should provide lossless end-to-end packet delivery. Given the rarity of backhaul link failures and implementation approaches described above (in Q1-1b, TCP based recovery etc), we think the current design already provides lossless data transfer for practical scenarios.

	Kyocera
	Yes
	

	Ericsson
	No
	While considering the necessity to specify the solution(s) for data rerouting, the following three aspects should be taken into account:

•    Firstly, the BH RLF determination to BH link reestablishment may last several seconds depending on the relevant parameter settings (e.g. N10, N11, T310, T311, etc.). TCP may already act in response to the BH RLF before the BH link reestablishment complete for data recovery. 

•    Secondly, the PDCP window may have already moved when the rerouted PDUs are received by UE/donor and the received rerouted PDUs will be discarded. 

•    Thirdly, the IAB node of Rel-16 is static and the transmission parameters are already optimized for a backhaul link, hence, the occurrence of BH RLF seems very rare.

Considering that the above aspects have not been studied yet, we should not rush to specify solution(s) for data rerouting in Rel-16. Instead, for Rel-16, we prefer:

•    TCP should be the primary solution;

•    Proprietary solutions (see the answer for Q1-1b) should not be precluded.

As commented by other companies, we share a similar view with regards to end-to-end solutions, e.g., end-to-end RLC feedback. These were left out of the work. 

· Any other optimization (e.g. Option A) should be left for Rel-17 when we have more time to analyse it and look into the details.

	NEC
	No
	We think it is too early to conclude whether we need an specified solution to address the lossless delivery issue. I agree with all alternative solutions above, some of the solutions will not have impact to specs, such as:

· TCP based solutions as an eventually solution, but out of the scope of 3GPP. 

· Re-routing based solution which has been captured in TR38.374 as alternative 2

· Infinite PDCP re-ordering timer configuration

Also we have some options which have to specify some signalling or IAB node behavior:

· Introduce an UL delivery status which has been captured in TR38.374 as alternative 2

· RLC entity of IAB node keeps the un-acked PDUs when RLF occurs. 

These options should be extensively studied, before we draw any conclusion of which solution should be adopted. 

	QC
	No
	As mentioned by other companies: RLF recovery is such a time consuming process that TCP will have retransmitted the packets anyway. This means:

1. Any solution we design won’t add any benefit.

2. Lossless data delivery is already provided by TCP. 

	OMESH
	Yes
	We think we shall be able to avoid the above issue. Considering links may be blocked in IAB from time to time (not necessarily RLF), it will be better to solve it under TCP.

	AT&T
	Yes
	A relatively simple solution may be sufficient for Release 16. Even if all scenarios are not addressed, a simpler solution for now could at least provide benefits in some common scenarios, which may help improve performance compared to recovery at TCP layer. 

	Huawei
	Yes
	First, we’d like to clarify that BH RLF is not a rare case. Otherwise, RAN2 would not have agreed to introduce the BH RLF notification to handle BH RLF.

Second, we’d like to clarify the question is about “L2 data lossless”. TCP can not guarantee any reliability of L2 transmission. We don’t think the RLF recover longer than PDCP discard timer is the normal case. Note that in LTE and NR, the PDCP re-transmission mechanism was introduced for the RRC re-establishment case, even though UE already had the TCP, PDCP window and PDCP discard timer mechanisms. We see no difference between the issue above in BH link with the issue that we handled at access link RLF in previous release.

Last but not least, we also prefer to use a simple solution with less or no standard impact to address this issue. Some solutions may work by just implementation or some stage2 clarifications, which should be adopted in R16. 

	CATT
	Yes
	We agree with AT&T’s comment, we can do something in Rel-16 regarding the issue discussed previously. 

	KDDI
	Yes
	Same view as AT&T.

	LG
	No
	In the IAB network, data loss may occur at RLF and UE / IAB node’s migration to different CU. As RAN2’s understanding is that intra-donor cases have priority, RAN2 may consider only RLF case in Release 16. Also, RLF might rarely happen since all IAB nodes have no mobility (i.e., fixed) in Release 16. So, TCP can guarantee lossless delivery in such case.

However, the next Release may have to cover all cases. We can consider a simpler solution relying on PDCP enhancement, such as Option A or Option D2.

	Samsung
	Yes/No
	It depends on the final solution RAN2 would agree. 

If RAN2 go for the approach without specification impact and assume the network implementation can resolve this issue, we already have several solutions as we discussed, e.g. Option B1, B2, and C2 except Option C1 can be done by network implementation, which has no impact to the specification. 

If RAN2 go for the approach with specification impact, in our opinion, the simplest way is to introduce a new function in PDCP layer, wherein, as other companies mentioned, the only distinct information for each data of UE in the whole network is PDCP SN while RLC SN is only distinct per hop. 

For now, it can be up to network implementation and the high layer, e.g. TCP may handle this as well. Only if this issue is a matter of serious concern to RAN2 and requires specification impact, then it should be specified and the simplest way would be to handle this in PDCP layer..

	ZTE
	No
	We also think it is better to leave the potential enhancement to Rel-17. 

	Lenovo&MotoM
	Yes
	We agree with AT&T. A simple solution can be used to solve the data loss issue.

	ETRI
	Yes
	we share a similar view with AT&T.

	KT
	No
	Same view with LG.

	Futurewei
	Yes
	RAN2 already agreed that “The IAB system should provide lossless end-to-end packet delivery”.

We also share the view of AT&T. A simple solution should be sufficient for Rel-16, even if it is not 100% bullet proof.

	Sequans
	Yes
	Same view as Nokia


2.2 Solutions to address the issue 

If companies agree that enhancements to existing mechanisms are needed to provide lossless end-to-end packet delivery, following solutions can be considered.

2.2.1 Solution formulation

Note that the option A (modification of PDCP protocol/procedures), which is not compatible with Rel15 UE, is not included here.

Option B: Rerouting the buffered data

The basic idea of this option is captured in the TR 38.874 as “Rerouting of PDCP PDUs buffered on intermediate IAB-nodes in response to a route update”. Based on companies’ contribution [1], the sub-option can be formulated as following:

· Option B1: 
· The IAB node, encountering the BH RLF, performs the routing or rerouting of the data (e.g. PDCP PDU #3, #4, #5, #6) which has not been successfully received by the old IAB node (e.g. node #2) on the new routing path (e.g. via node #3 in Fig.1);

· The data (e.g. PDCP PDU #1, #2) which has been successfully received by the old IAB node (e.g. node #2) will be routed to the donor via the old routing path;

· If the old IAB node (e.g. node #2) becomes the isolate IAB node, the data will not be able to be transmitted to IAB node;

The variant of option B1, as descripted in [2], can be formulated as following:
· Option B2:

· The difference with option B1 is that the access IAB node (e.g. node #0) buffers and reroutes the data, rather than the IAB node encountering the BH RLF. If the access IAB node encounters the BH RLF, option B2 is similar to B1;

· The rerouting at access IAB node is triggered by the request from donor.

· Which PDCP PDU is needed to be rerouted can be further clarified. 

Q2-1: Companies are welcome to provide your comments (e.g. solution formulation, pros and cons) to option B1 and B2.

	Company
	Comments

	Nokia
	Option B2 has several disadvantages:

- it requires the Access IAB node to buffer all the data until it is confirmed by the Donor CU 

- it requires introduction of E2E status report between Donor CU and IAB Access node

- it causes more overhead in case of retransmissions (data needs to be retransmitted over all links between Access IAB node and Donor DU)

Option B1 is much simpler as it only requires the IAB node experiencing the RLF to reroute all unacknowledged RLC PDUs/SDUs over the new parent node.

	Intel
	We don’t think this description of option B1 takes into account all the possible failure scenarios. Consider the case where there is a BH failure on the node2-IAB donor link (instead of the node1-node2 link). In such a situation, node2 does not have any alternate routes. So B1 as described is not even a complete solution (i.e., it cannot guarantee lossless delivery in different backhaul failure cases).

	Kyocera
	Regarding B1, in addition to the rapporteur’s analysis, the lossless delivery cannot be ensured if the IAB node experiencing BH-RLF (#1) cannot get any other connection (i.e., bad radio condition for re-establishment to IAB node #3). 

Regarding B2, we think it means the access IAB node needs to have a special function, i.e., it has to be different behaviour from the intermediate IAB node, and wonder if it makes IAB to be a bit complicated since the access IAB nodes are different for each UE. 

Regardless of B1/B2, Option B needs to assume it has some cases not to ensure the lossless delivery, unless the deployment policy always guarantees the radio condition to provide the redundancy connection in whole IAB topology. 

	Ericsson
	In general, these recovery mechanisms could take a long time, hence, PDCP receiver window may discard the late incoming packets (PDCP PDU's). This means that even if the network recovers/re-routes the packets, they may still be discarded by PDCP and, thus, lost. TCP is more reliable for this purpose.

About B1:

This is something similar to what we have explained above, in Q1-1a/b. Further, if the old IAB node (#2) becomes isolated, we think that the network should not put effort in recovering that data by, e.g., sending it back to the Donor and rerouting it to the node #3 as it will be a very complex procedure, will take time, and at the end, TCP will kick in to recover data. Also, we can have the situation, where PDCP PDUs may arrive outside the window and they will be lost anyway, or that the packets arrive too late even for the application layer.

Note, this solution will not solve all the cases outlined in the description (3rd bullet in B1).  In short, solving this case can be very complex, and B1 may still need to rely on TCP.

On B2: 

The problem-statement is explained in terms of PDCP PDUs but we should keep in mind the IABs do not know the PDCP SN and that the SN for each RLC PDU is independent of its RLC peer. This means that PDCP PDU 0 can have an RLC SN = X at the UE, while the RLC SN at the node #0 TX may be Y, and the RLC SN at the node #1 may be Z, and so on and so forth. Consequently, the Donor DU (RLC entity) does not know the initial RLC SN (i.e. the RLC SN used by node#0). This disables the possibility to introduce a status report, or at least, it means that some protocols may need to be updated, e.g., have new headers or some end-to-end termination protocol on top. The figure below outlines the potential issue. This solution also requires some sort of end-to-end feedback so that the access node knows which PDUs to retransmit.

IAB#0 needs to have some SN references to be able to perform retransmissions. It would not be a good approach to retransmit all possible PDUs stored at the IAB node.
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Again, when this feedback cycle is completed, TCP may have kicked-in and PDCP window moved, which will result in dismissing the data re-transmitted by RAN and that TCP also re-transmitted.



	NEC
	We don’t prefer option B2, for the reasons in the below:

1: this is a combination of end to end ARQ and hop by hop ARQ indeed, which we have agreed in SI that only hop by hop ARQ is adopted. 

2: if it is the access IAB node’s responsibility to re-route the buffered packet, then this seems doesn’t match our previous agreement that the last unchanged node should be responsible to find another path to re-route the buffered packets. 

	QC
	B1 cannot recovery packet 3 in the above figure. B2 can recover all packets. During normal operation, the donor would have to periodically signal to the access IAB node which packets it can discard. This is essentially the same as option C1.  

	OMESH
	We do not prefer B2, which is much complicated. But B2 can provided lossless.

B1 shall be adopted, And situations like packet #3 shall be avoided by tracking the link status. When redundant routes are available, this shall solve most issues. In rare case when a node become isolated (such as Intel describes), we do not think packet lossless on the isolated node can be provided below TCP.

	AT&T
	B2 is a complicated solution. We agree with comments from several companies explaining the problems related to B2 solution. Our view is that even though B1 cannot recover under every possible scenario, it is a simple solution that can provide benefits in Release 16 for many common scenarios without significant effort.

	Huawei
	For option B1, it works for two cases: case 1, IAB node #1 has the backup path; case 2, IAB node #1 has no backup path but can re-establish at a new parent node. However, if the IAB node becomes an isolated node, the E2E lossless delivery cannot be provided. We think IAB node becoming an isolate node is a rare case.

For option B2, it introduces new E2E signalling, whose standard efforts may not be acceptable at this stage of R16 IAB.

	CATT
	We agree with the comments from Nokia. 

	KDDI
	Same view as AT&T.

	LG
	B1 requires IAB node to buffer data received from many UEs and/or other IAB nodes until the IAB node successfully transmits the data to parent node. In addition, B1 is not workable in case that the IAB node does not find any parent node.

B2 requires access IAB node to buffer data received from many UEs and to know what PDCP PDUs are successfully transmitted to IAB donor. Also, the IAB donor should notify the access IAB node of reception of PDCP PDUs.

	Samsung
	Option B1 would be better but we don’t think that anything should be specified. It should be up to network implementation. If the network assumes TCP can resolve this issue, then nothing would be done for this. 

	ZTE
	In Option B2, BAP layer in access IAB node needs to buffer data from all the ingress RLC links for a long time until the donor CU confirm the reception. It means that the access IAB node has to support larger buffer compared with Option B1. In fact, it could be carefully controlled to avoid the case where an IAB node (e.g. node #2) becoming the isolate IAB node. 

	Lenovo&MotoM
	Same view as Nokia. 

Even though B1 cannot be applied to all scenarios, it can be used to most of normal scenarios. And, it is very simple solution. 

Optionally, RLC is responsible for packet#3 retransmission to ensure data lossless in B1.

	ETRI
	Option B1:

Simple solution compared to B2 but drawback of some cases where all scenarios are not covered.

Option B2:

Cons about new signaling introduction and buffering at access IAB node.

	KT
	Agree with Samsung.

	Futurewei
	B1 seems preferable to B2 due to its simplicity, even if B1 can not address every foreseeable scenario. B2 does not seem very simple due to the additional standards work needed, and the additional buffering of data at intermediate/access IAB nodes. Therefore, we think B1 is more attractive compared to B2.

	Sequans
	B1 does not cover all cases (agree with Intel).
B2 is more complex but is a complete solution. 
If RAN2 consider the problem needs a solution, we believe it should be a complete one.


Option C: Introducing UL status delivery 

Companies supporting this option C [3,4,6] propose to use the donor-confirmed-RLC-ACK to perform the HbH ARQ on the access link. This option can be formulated as following:
· The RLC ACK, which is sent from the access IAB node to UE, indicates the successful reception of data by the IAB donor, rather than only the successful reception of access IAB node;

· The legacy PDCP re-establishment procedure will be performed by UE and the legacy RLC ARQ will be performed by UE and IAB node, based on the above RLC ACK;

· The RLC ACK received by access IAB node is delivered by following sub-options:

· Option C1 (E2E manner): UL status delivery is transmitted from donor to access IAB node directly;
· Option C2: (HbH manner): Each IAB node delays the sending of RLC ACK to its child node until receiving RLC ACK from its parent node;
Q2-2: Companies are welcome to provide your comments (e.g. solution formulation, pros and cons) to option C1 and C2.

	Company
	Comments

	Nokia
	From specifications point of view Option C1 is very similar to Option B2 as both options require specification of E2E status report. The difference is in which node (Access IAB node or UE) buffers the UL data. In general, in case E2E status report is specified, this could be left up to network implementation on whether to send RLC ACKs to the UE only after the status report (which means UE would buffer the data) or already before (meaning that IAB node would buffer the data). Both options would be realizable by implementation.

A drawback of Option C1 is delayed RLC ACK which has to be taken into account in the RLC and PDCP timer settings as well as delayed RLC NACKs since NACKs can be sent only for SN<ACK_SN.

Since RLC SNs are independent for different hops, option C2 would require book-keeping of the mapping between RLC SNs on each hop in the IAB node, which poses a very big impact on the IAB node implementation.

	Intel
	Both options C1 and C2 require the UE to buffer the data for much longer periods (than in Release 15). This can mean significantly larger memory requirements at the UE (the buffering at the UE would ned to account for inflight data on all the links along the route to the donor; thus this has a multiplicative effect on the required buffer size). Conversely, (if buffer size is limited), it can impact the throughput.

	Kyocera
	Regarding C1, we assume it needs special functions in the access IAB node and may make IAB to be complicated since the access IAB node takes a different behaviour from the intermediate IAB node (as similar to B2 above). 
Regarding C2, we think the IAB node may need to associate the received RLC SDU and the transmitted RLC SDU, especially in case of 1:N bearer mapping. 
Regardless of C1/C2, Option C may need careful implementation to avoid the RLC window stalling in UE since the RLC ACK is delayed longer and longer depending on number of hops. 

	Ericsson
	As outlined in Q2-1b, since RLC entities of different backhaul links use different SN, a status report mechanism from donor to far IAB nodes will be complex.

In addition, delaying the RLC Status Reports have several issues that are difficult to control: poll bit retransmissions if status reports are not sent back to the RLC transmitter; RLC transmission window may halt; when status report is triggered by the access node (see below IAB-3), the information previously received by the Donor may not be complete, which could lead to unnecessary RLC re-transmissions.

C1:
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C2:

Simple option as the nodes could locally store a relation between the received RLC SN at the DU and the transmitted SN at the MT. Nevertheless, this would not solve the problem outlined in the problem statement. PDCP PDU #3 would not be recovered in this case. Further, this could be done proprietary without any standard impact.

	NEC
	This is a combination of hop by hop ARQ and end to end ARQ indeed. Also as identified by intel, the UE has to buffer too much data as the access node doesn’t ack the UE until the delivery status is confirmed by IAB donor.

The difference between C1 and C2 is: to C1, UE and access IAB node is hop by hop ARQ, whereas the links between access IAB node and Donor gNB is end to end ARQ; for C2, it would be a little difficult in case of bearer mapping and remapping. 

	QC
	C1 would follow along the lines of a DDDS in UL direction. It would probably be the best to simply reuse DDDS for this purpose rather than introduce a new mechanism. C2 is out of question since we have BAP routing to deliver data in hop-by-hop manner to donor DU. No need to replicate this functionality.  

	OMESH
	We do not believe Option C will be required. C1 is similar to B2.

	AT&T
	Solutions C1 and C2 may have significant UE impact due to need for larger memory compared to Release 15 UEs. Delaying RLC Status Reports to UEs may also cause other problems. Just as with end-to-end RLC ARQ, this may cause problems related to sizing RLC windows as now they will be dependent upon the depth of the IAB tree from the donor to access IAB node. Also, C1 is not similar to DDDS due to several reasons. On the downlink, DDDS is used by the transmitting PDCP to provide flow control. For solution C1, the access IAB node that receives the delivery status report from the donor does not host the PDCP. Note that PDCP SN is not readily visible at IAB nodes. So this requires special functionality at the access IAB node. As explained by Ericsson in response to previous question, due to hop-by-hop RLC ARQ, the RLC SN for each backhaul hop will be different so providing end-to-end feedback will require additional specification complications.  

	Huawei
	For option C1, it introduces new E2E signalling, whose standard efforts may not be acceptable at this stage of R16 IAB.

For option C2, the E2E RLC layer RTT may be increased. For a certain IAB node, if the RLC status report can be received from its parent node before sending the corresponding RLC SR to its child node, there is no delay impact to the RLC layer RTT. Otherwise, the RLC SDU, which is received by this IAB node but not confirmed by its parent node, will be NACKed to its child node and retransmitted by its child node. This may cause the radio resource waste, but no impact on the reliability and latency. The trade-off between radio resource and RLC RTT latency can be up to the donor configuration on the RLC status report polling parameters.

	CATT
	Option C1 and C2 seem to bring much more complexity and system/UE impact, which Is not justified by the use case and possible benefits.

	KDDI
	Same view as Ericsson.

	LG
	C1 requires access IAB node to delay RLC ACK transmission and to know what PDCP PDUs are successfully transmitted to IAB donor. Also, the IAB donor should notify the access IAB node of reception of PDCP PDUs..
C2 requires each IAB node to delay RLC ACK transmission and to associate RLC PDUs at DU with RLC PDUs at MT.

	Samsung
	Option C2 would be better since C1 requires specification impact and would not be a complete solution as other companies mentioned. As Q2-1, we don’t think that anything should be specified. It should be up to network implementation. 

	ZTE
	C2 requires sending RLC ACK to its child node until receiving RLC ACK from its parent node. It requires complex mapping operation for each ACKed RLC PDU at each intermediate IAB node. 

Compared with C2, C1 sends reception confirmation by F1 UDDS directly to the Access IAB node, which is a simpler solution. 

	Lenovo&MotoM
	More buffer size is expected for both C1 and C2 in UE and IAB node. In addition, if RLC ACK is transmitted to the child node until receiving the RLC ACK from the parent node, it will delay the data transmission.

	ETRI
	Both solutions may have UE impact compared to Release 15 UEs in terms of memory requirement.

	KT
	Same view as Ericsson.

	Futurewei
	Option C1 might be possible if the Access IAB terminated PDCP. However, with the currently agreed architecture it does not seem feasible.

Option C2 would be very complex, and extremely difficult to standardize, as it seems to require mapping and tracking RLC SNs between ingress and egress RLC queues. Therefore, it does not seem practical.

	Sequans
	Option C1 is possible and is preferred. 
It is similar as B2 but with buffering in the UE (as explained by Nokia)


Other options:

There are also other options which are not captured in the TR. As descripted in [5], following options are formulated:

· Option D:

· Switch between end-to-end and hop-by-hop RLC ARQ

· Companies are welcome to explain how the E2E solution works by implementation and why it is in the scope of R16 WID, given that we agreed “only Hop-by-hop ARQ in Rel-16”.

· Enhance the PDCP status report

· Rel-16 UE PDCP layer could be enhanced to retransmit all PDCP SDUs irrespective of the RLC ACK status.

In addition to the above descripted options, companies are also welcome to provide any other options.

Q2-3: Companies are welcome to provide your comments (e.g. solution formulation, pros and cons) to option D, and/or to formulate other option if it is not covered by option B,C,D.

	Company
	Comments to option D and other options

	Nokia
	We are not sure how E2E ARQ can work only be implementation and enhancements to support are out of the WI scope, so probably should not be considered. Option D Enhanced PDCP status reporting has the disadvantage of having impact on the UE, but could in general be useful.

A simple enhancement for Option C1 would be RLC status report enhancement where NACK_SN would be allowed to be larger than ACK_SN, thus allowing retransmission requests for missing RLC PDUs without acknowledging all the other PDUs.

	Intel
	End-to-end RLC ARQ is out of scope for IAB in Rel 16. So switching between hop-by-hop ARQ and end-to-end ARQ is not feasible.

Changing of PDCP layer makes the solution not backwards compatible for Rel 15 UEs (which is a key requirement for IAB). So, we think second option under D is a non-starter.

	Ericsson
	Considering that RLF will be a very rare event, and the pros and cons of the solutions, we think that the best solution for Rel-16 is that TCP recovers the data. Proprietary solutions shall not be prevented but should not impact the standard. 

In Rel-17, we can discuss if PDCP (option A) should be enhanced. Again, it merits should be evaluated carefully.

	NEC
	We don’t see the needs to switch the ARQ modes, it brings the complexity to the network. Besides, we agreed the only ARQ mode is hop by hop ARQ. 

	QC
	Both examples are not covered by WID objectives and should therefore only be considered after we have done our WID-related work.

	OMESH
	We agree with Ericsson on this question. Especially if we consider B1 to be adopted, the only uncovered case for lossless is the case of isolated node due to RLF. This shall be avoided by careful network planning and route redundancy.

	AT&T
	Option D solutions are out of scope of Release 16 and should not be considered.

	Huawei
	Supporting the E2E ARQ has much impact on the UP stack. We can consider it in R17.

Enhance the PDCP status report only works for R16 UEs, but not for legacy UEs.

	CATT
	We are not sure if these options are within the scope of the discussions.

	KDDI
	Same view as QC.

	LG
	D1 is out of scope for Release 16, and D2 is not compatible with Rel-15 UEs similar to A. We don’t understand why option A is not included while option D2 is included in this discussion. From our point of view, options A and D2 are similar and should be treated in a same manner.

	Samsung
	As we already mentioned above, in our opinion, the simplest way is to introduce a new function in PDCP layer, wherein, as other companies mentioned, the only distinct information for each data of UE in the whole network is PDCP SN while RLC SN is only distinct per hop. 

We know that the majority have a big concern about the impact on Rel-15 UE if we go for Option D. 
To take care of it, one approach would be that the network operates E2E-ARQ for Rel-15 UE while it operates HBH-ARQ for Rel-16 UE with a new function.

Note that the network can assure lossless end-to-end packet delivery for Rel-15 UE by E2E ARQ configuration or network implementations with other options that we discussed.

No strong opinion on Option D. However, enhancing the PDCP status report would be very simple to specify in the PDCP specification, i.e. just introduction of a new field. Moreover, the utilization thereof can resolve the issues in various scenarios by network implementation.

	ZTE
	In our opinion, end-to-end ARQ is not in the scope of Rel-16. The PDCP status report enhancement is not backward compatible. The option D is actually not feasible in Rel-16.

	Lenovo&MotoM
	End-to-end ARQ is out of scope in Rel-16. Option D can be discussed in Rel-17 since it is not backward compatibility.

	ETRI
	We share with QC’s view.

	KT
	Same view with Samsung.

	Sequans
	Agree with QC.


2.2.2 Specification impacts

We also need to discuss the potential specification impacts, if any option is agreed. This will help us have a better understanding on how each option works. Some potential specification impacts, which are straight forward from the above formulations, as listed.

	Options
	Potential specification impacts

	Option B
	Introduce BAP layer buffer;

Introduce BAP entity rerouting (or retransmission) function to BAP;

	
	Option B1 specific
	

	
	Option B2 specific
	Introduce signaling to request the re-route from donor to access IAB node;

	Option C
	Access IAB node sends the RLC ACK until it is confirmed by donor;

	
	Option C1 specific
	Introduce signaling from IAB donor to access IAB node to indicate the data transmission status, e.g. RLC ACK;

	
	Option C2 specific
	DU part of IAB node should delay the RLC ACK, until the MT part indicates the successful reception by its parent IAB node;

	Option D
	PDCP layer re-establishment enhancement;

	Other option
	


Companies are welcome provide your comments on the potential specification impacts above for each option or add any missing impacts.

Q2-4: What is the specification impacts for those options?

	Company
	Comments on the specification impacts

	Nokia
	We provided the impacts in the answers to the questions above.

	Intel
	As mentioned in response to Q2-1, we don’t think option B1 as described is a complete solution.

In order to ensure lossless delivery when BH failure occurs on different links (e.g. node2-donor), it is necessary to perform complex rerouting (e.g.,node2(node1(node3(donor). This requires new routes to be spontaneously established autonomously by the node that experienced BH failure. We think this will have enormous specification impact.

Option C1 and C2 have significant UE impact (see response to Q2-2).

	Kyocera
	We agree with the rapporteur’s analysis, except for the followings; 

· Regarding “Option C”, we assume the impact should be “Access IAB node does not send the RLC ACK until it is confirmed by donor”. 

· Regarding “Option C2 specific”, it’s almost same with the C2 common impact (one bullet above), i.e., the RLC ACK should be delayed until it’s confirmed by donor and it may be anyway specified in RLC layer somehow. 

· Regarding “Option C2 specific”, possibly the BAP layer needs to keep the association between the ingress packet and the egress packet, in order to identify which RLC ACK received is related to RLC ACK to be transmitted, especially for 1:N bearer mapping. 

	Ericsson
	B: 

B1 – medium to major specification impact depending on the solution and the scenarios to address. Minor impact in case the IAB node (transmitter RLC) is allowed to not discard RLC SDUs.

B2 – this is an end-to-end ARQ mechanism with major specification impact.

C: 

C1 – this is an end-to-end ARQ mechanism with major specification impact.

C2 – no standard impact. It can be done proprietary. Yet, it does not even solve the problem outlined in this email discussion. 

D:

Major impacts.

E:

Other options: TCP – no specification impact.

	NEC
	The impacts of each option are provided in NEC’s comment for each question. 

	QC
	B1: Insufficient data recovery.

B2: Essentially same as C1.

C1: Least specification impact by reusing DDDS for UL. In this case, we can copy an paste the existing spec rather than defining something new.

C2: Should not be pursued.

D: Out of scope.

	OMESH
	We think B1 will be sufficient for release 16, especially when other solutions are adopted to avoid isolated nodes.

	AT&T
	B1 has the smallest specification impact and may be sufficient for Release 16. 

C1 and B2: Both C1 and B2 have major specification impact. C1 and B2 are not a copy and paste from existing specifications. For the uplink, a delivery status report from the donor to the access IAB node is not similar to the DDDS report for the downlink. The DDDS report is used by the PDCP to provide flow control on the downlink. For uplink delivery status report from donor to access IAB node, there is no PDCP entity at the access IAB node. The PDCP SN is not visible at the IAB node. This requires special functionality and specification for the access IAB node to properly process the uplink delivery status report for the desired effect. 

C2: No specification impact. However, this is not a good solution since it has major UE impact compared to Release 15 UEs. 

D: Out of scope so should not be pursued.

	Huawei
	For option B1, it could have minor standard efforts. For example some stage 2 clarifications on BAP implementation may be enough: “BAP is allowed to route the data, which has not been acknowledged by RLC layer, to the new parent node after RRC re-establishment in case of BH RLF”. The data buffer management can be easily supported by implementation.

For option C2, it could also have minor standard efforts. For example some stage 2 clarifications on the IAB node implementation may be enough: “Each IAB node should send the RLC ACK to its child node until receiving the RLC ACK of corresponding data from its parent node”. The exact behaviours on sending RLC ACK at IAB DU are implementation.

	CATT
	B1 is of minor specification impact compared with other possible options. For the other options we shared our views in the previous questions. 

	KDDI
	For release 16, pursuing only B1 seems reasonable. Other options seem to require a lot of effort to finalize the solutions, so considering the release16 time frame, other options are not feasible.

	LG
	B1 

· IAB node’s memory
B2 

· Access IAB node’s memory
· Access IAB node’s new function (Recognizing each PDCP PDU’s SN)
· IAB donor’s new function (Notification for PDCP PDU’s reception)
C1

· Access IAB node’s new function (To delay RLC ACK transmission and recognize each PDCP PDU’s SN)
· IAB donor’s new function (Notification for PDCP PDU’s reception)
C2
· Each IAB node’s new function (To delay RLC ACK transmission and associate RLC PDUs at DU with RLC PDUs at MT)
A and D2
· Enhancement of PDCP retransmission

	Samsung
	Option B1, B2, and C2 except Option C1 and D can be done by network implementation without specification impact,

	ZTE
	For option B, buffer and rerouting may be the necessary function. 
In option C, UL data delivery status report need to be specified.

For option D, it is out of the scope of Rel-16.

	Lenovo&MotoM
	B1 is simple. In addition, for B1 option, RLC specification is also impacted if RLC retransmission for packet#3 is allowed.

Option C has the challenge of UE memory and long delay.

Option D is out of scope of Rel-16.

	ETRI
	B1: Minor specification impact

B2: Major specification impact due to end-to-end ARQ mechanism

C1: Major specification impact due to new function of Access IAB node.

C2: Major specification impact due to new function of each IAB node.

D: out of scope.

	KT
	Same with LG and Samsung.

	Futurewei
	Among these options B1 would seem to have the least specification impact, and may not require any additional normative work beyond BAP routing. Additional details to realize this solution could mostly be addressed via implementation. 

	Sequans
	B1 has least specification impact but is not a complete solution.
B2/C1 have more specification impact but are complete solutions.


2.2.3 Solution down selection

In order to make any possible down section, companies are welcome to show your preference on the options or none of them is needed. Your preference could be on the general options (e.g. option B,C,D) or on the specific sub-options (e.g. option B1/2, C1/C2).

Q2-5: Which option(s) do you prefer?

	Company
	Preferred option(s)?
	Comments

	Nokia
	B1, C1
	B1 is the simplest for the presented failure case. However, it does not solve the issue of another failure case, e.g. in case IAB node #2 in the given example loses connectivity with Donor and is not able to find a new parent, data #1 and data #2 would be lost. Option C1 solves both issues, on the other hand.

Option C1 could be enhanced with RLC status report enhancement where NACK_SN would be allowed to be larger than ACK_SN, thus allowing retransmission requests for missing RLC PDUs without acknowledging all the other PDUs. This would only apply to Rel-16 UEs.

	Intel
	Do nothing, B2
	As mentioned in response to Q1-1a, we do not think there is an issue to solve. BH failures are expected to be very rare by design given the absence of node mobility. Our preference is to not specify any additional behaviour. 

However, if there is strong interest in addressing this somewhat hypothetical issue, we would prefer an approach where the buffering occurs at the access IAB node (rather than the UE). Buffering at the UE can result in significant increase of memory requirements; an IAB node is much more likely to be able to buffer larger quantities of data.

	Kyocera
	C2 

(plus B1 for optimization)
	We think C2 is less signaling overhead and simpler (i.e., the same behavior could be applied to both the access IAB node and the intermediate IAB node). 

We assume Option B cannot ensure lossless delivery in some cases but be efficient in most cases with good deployment. So, we’re fine to introduce it (for optimization) on top of C2 (as baseline), and we think B1 is simpler as same reason above. 

	Ericsson
	None of them
	As pointed out by other companies, the end-to-end solutions (B2/C1) were ruled out during the SI phase. 

For other solutions, the reasons are given above. TCP is sufficient in Rel-16, but solutions with no standard impact should not be precluded.

	NEC
	B1
	We think B1 is the most simple way to implement the lossless transmission, with the RLC enhancement of not discarding the packets in case of RLF. Whether operators can make sure the deployment of IAB link always has a redundant path is up to the input of operators. 

	QC
	Do nothing, C1 using DDDS for UL.
	

	OMESH
	B1
	B1 with features like link quality dynamic tracking, and planning of route redundancy, which will eliminate most issues at this stage.

	AT&T
	B1
	Solutions that require end-to-end feedback (C1 and B2) should be ruled out as they are very complicated. Solution B1 is a simple solution that provides recovery under many common scenarios. This may be sufficient for Release 16. B1 provides a good trade-off that provides benefits while keeping the specification effort to a minimum. The need for any additional effort can be re-assessed in Release 17. 

	Huawei
	B1 or C2
	We can not agree that TCP is in the scope to enable layer2 lossless deliver. One of the main scenarios to apply IAB is high frequency BH link, where RLF is not a rare case.

We prefer to enable the L2 lossless deliver with options that have limited specification impacts, e.g. option B1 or C2.

	CATT
	B1
	We support B1 since it well balance the standardization effort and system performance regarding packet loss. 

As commented in the previous questions, we do see a need for any further specification effort as there is no technical justification regarding use case and possible benefits.

	KDDI
	B1
	For release 16, pursuing only B1 seems reasonable. Other options seem to require a lot of effort to finalize the solutions, so considering the release16 time frame, other options are not feasible.

	LG
	Do nothing
	We prefer to rely on TCP for Rel-15 UEs, given that Release 16 focuses on fixed IAB nodes and mitigation to intra-donor CU, and BH RLF rarely happens at the fixed IAB nodes. For Rel-16 UEs, we can consider a simple solution based on enhancement of PDCP retransmission, such as Option A and Option D2.

	Samsung
	Do nothing, D
	Our understanding is that the network implementation can resolve this issue, e.g. the last-minute solution might be left to TCP. 

If RAN2 considers solutions with some specification impact, the solution should be to facilitate the network implementation to handle several issues which may happen in the network and our proposal to enhance the PDCP status report matches this description very well for Rel-16 UEs. For Rel-15 UEs, as already explained, lossless end-to-end packet delivery for Rel-15 UEs can be ensured through E2E ARQ configuration with network implementations already discussed.

	ZTE
	Do nothing, C1, B1
	Considering the stringent time, we prefer to specify nothing on the lossless delivery enhancement. If time allows, option B1 and C1 might be further discussed.  

	Lenovo&MotoM
	B1
	We prefer the solution with less specification since there are a lot of issues we need to solve.

	ETRI
	B1
	B1 is the simplest solution for lossless end-to-end packet delivery considering standardization effort.

	KT
	Do nothing
	Same view with LG.

	Futurewei
	B1
	

	Sequans
	C1, B2, do nothing
	


2.3 Phase II: Discussion on the agreeable proposals. 

Thank all the 19 companies to join in the phase 1 discussion to input their views. Companies’ understandings are summarised below. Several proposals are given based on the majority views.

First, about the question 1-1a:

Q1-1a: Whether the existing mechanisms cause the L2 E2E data loss, for the data that has been submitted to RLC layer by intermediate IAB node (i.e. data #3), in case of BH RLF?

All 19 companies agree with issue, so we can have the following proposal.

Proposal 1: RAN2 understands that the existing mechanisms cause the L2 E2E data loss, for the BAP data that has been submitted to lower layer but has not been acknowledged, in case of BH RLF in IAB.

Companies can provide your comments or other way forward on the proposal 1, if any.

	Company
	Any other comments?

	AT&T
	Agree with proposal 1. To be complete we should add the phrase “For the upstream” at the beginning of the proposal. 

	OMESH
	Agree with proposal 1.

	ETRI
	Agree with proposal 1.

	Lenovo&MotoM
	Agree with proposal 1.

	Intel
	This is an observation… I don’t see a proposal to do something here.

	KDDI
	Same view as Intel.

	CATT
	Agree with what Proposal 1says.

	ZTE
	Agree with proposal 1.

	NEC
	Agree with proposal 1

	Nokia
	Agree with the comment by AT&T, the downstream is up to network.

	LG
	Agree with AT&T. 

	Sequans
	The proposal seems not aligned with the initial question.

We think “, for the BAP data that has been submitted to lower layer but has not been acknowledged,” is not correct.

We can have data loss even if data was acknowledged at L2, because e.g. RLC SDUs to be sent are discarded in case of RLC reestab.

	QC
	Agree with AT&T

	Futurewei
	Agree, but may be better to capture this as an observation

	Ericsson
	This is more of an observation than a proposal. 
We like to point out that 3GPP does not necessarily need solve all the failure cases. For example, even in a non-IAB network, at handover, when the target PDCP SN length is shorter than at the one that was used at the source, there could be losses. It is acknowledged and is considered to be rare and, therefore, an acceptable case.

It has even been acknowledged in this email discussion that solution B1 will not solve all the cases and, therefore, there may still be losses no matter what. This means that TCP or another layer have to address the loss in those situations which B1 cannot address. 


Second, about the question 1-1b:

Q1-1b: Whether BAP layer (e.g. at the IAB node #1) routes the data, which is received by BAP layer before the BH RLF and has NOT been submitted to RLC layer (i.e. data #4, #5 and #6), to the new parent node in case of BH RLF? If the answer is no, please provide your views on whether the existing mechanisms cause the L2 E2E data loss for those data?
16 companies agree to route the data #4, #5 and #6 to new parent, 1 company clarifies that new route is the pre-condition, 2 company addresses that reroute can be implementation. Rapporteur wants clarify that the Q1-1b is not about the rerouting operations. The data #4, #5 and #6 are the BAP SDUs which have not been routed before BH RLF. 

Therefore, we can have the following proposal:

Proposal 2: BAP layer (at the IAB node encountering the BH RLF) routes the data, which has been received but NOT submitted to RLC layer before the BH RLF, to the new parent node in case of BH RLF.

Companies can provide your comments or other way forward on the proposal 2, if any.

	Company
	Any other comments?

	AT&T
	Agree with proposal 2. To be grammatically correct, the “which” in the second clause should be replaced with “that”. 

	OMESH
	Shall this mechanism to applied to both upstream and downstream? If so, in downstream, such packet can be send to alternative child node, subject to routing redundancy. 
Perhaps we can rephrase the proposal 2 as:
Proposal 2: BAP routes the data that has been received but NOT submitted to RLC layer before the BH RLF, to alternative paths in case of BH RLF.



	ETRI
	Agree with proposal 2. We have preference for OMESH’s rephrased proposal 2. 

	Lenovo&MotoM
	Agree with proposal 2. 

	Intel
	The proposal is fine in our view. However, it should be noted that the following have to happen before #4, #5 & #6 in figure below are sent via alternate path:

· IAB node1 declares RLF and recovery fails

· IAB node 1 attaches to IAB node 3 (if not already attached; this would require cell search measurements, SI acquisition, random access etc)

· Routing tables have to be updated at node 1, and node 3.

· Bearer mapping has to be updated at node 1 and node 3.

After these steps are completed, #4, #5 and #6 can be sent to IAB node 3.
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	KDDI
	Agree with proposal 2.

	CATT
	Agree with Proposal 2.

	ZTE
	Agree with Proposal 2.

	NEC
	Agree with Proposal 2.

	Nokia
	Agree.

	LG
	Basically agree with proposal 2, but it can be left for IAB node implementation.

	Sequans
	Yes (subject to route configuration though). Need to precise it’s for UL.

	QC
	Agree with Omesh, Intel, Sequans. 

	Futurewei
	Agree with proposal 2

	Ericsson
	Agree with proposal 2 (i.e. packets that have not been sent to lower layers can be forwarded to the new parent/link)


Next, about the question 1-2:

Q1-2: Does company think that RAN2 should specify solution to enable the L2 data lossless deliver for the above issues?

12 companies (Nokia, Kyocera, OMESH, AT&T, Huawei, CATT, KDDI, Samsung, Lenovo&MotoM, ETRI and Futurewei, Sequans) think RAN2 should solve the issue if the specification impacts are limited. 6 companies (Intel, Ericsson, QC, LG, ZTE and KT) think no solution is needed at R16. 1 company wants to extensively study. 

Considering the majority views, rapporteur would like to continue the discussion on solution selection in the following phase II discussion. The proposal on Q1-2 is skipped.

Let’s move on to the solution selection. Companies have fully clarify their understandings on each option in section 2.2.1 and its specification impacts in section 2.2.2. At last, each company gives their preferred or acceptable solutions. Many companies give multiple acceptable options in section 2.2.3, which is much appreciated, so that we can seek something in common.

Based on the comments in the last question Q2-5 in phase I, rapporteur summarizes the companies’ acceptable options in the following table. Note that this may not be the first preference of companies, but is the acceptable option of companies. 

	Options
	Companies who are acceptable to this option

	Option B1
	Nokia, Kyocera, NEC, Huawei, OMESH, AT&T, CATT, KDDI, ZTE, Lenovo&MotoM, ETRI, Futurewei

	Option B2
	Intel, Sequans

	Option C1
	QC, Nokia, ZTE, Sequans

	Option C2
	Kyocera, Huawei

	Option D
	LG, Samsung

	Option E: do nothing
	Intel, Ericsson, QC, LG, Samsung, ZTE, KT, Sequans


In order to make progress and given the limited time for IAB R16 discussion, rapporteur would like to rule out the options (i.e. option B2, C1, C2, and D) with only few companies supporting in phase II discussion. Besides, based on the comments in Q2-5, all companies seem fine with either option B1 or option E in phase I. Therefore, even if option B1 or E may not be the perfect option, we may need to conclude one of them in R16 IAB network.

Rapport formulates option B1 and option E as proposals, after collecting views in phase I:

· Option B1: BAP reroutes the data, which has NOT been acknowledged by lower layer before the BH RLF, to the new parent node in case of BH RLF. (12 companies supporting)
· Option E: Leave the L2 E2E data loss at BH RLF as it is, and rely on TCP retransmission (8 companies supporting)

Rapporteur would like to clarify the two aspects to option B1, since some companies seems having concerns on those two aspects.

1) The scenario where IAB node becoming the isolated IAB node is not addressed by option B1. At least to us, this isolated case is really a rare case which may only happen when there is an equipment breakdown e.g. during earthquake (please also note that it has equal possibility to that the UE becomes isolated). With option B1, at least in clearly majority cases, we can guarantee the L2 data lossless in case of BH RLF.

2) Since some companies’ major concern is the standard efforts to specify any L2 solution, rapporteur assumes companies’ common understanding is that we will limit the standard efforts even if option B1 is agreed.

Please note that we cannot declare to outside that 3GPP can support L2 lossless delivery in IAB if only option E (TCP based) is supported. Now since option B1 has the majority supporting compared with option E (12 vs. 8), rapporteur would like to ask companies if we can achieve one consensus proposal taking option B1 as baseline, as following.

Proposal 3: BAP reroutes the data, which has NOT been acknowledged by lower layer before the BH RLF, to the new parent node in case of BH RLF.

Companies are asked in phase II discussion if the proposal 3 is acceptable. If not, convincing arguments are really appreciated why it is acceptable for 3GPP to have a R16 IAB without the lossless delivery capability. Note that arguing BH RLF as a rare case seems not convincing, given that there are several issues in IAB WI considering BH RLF and there is a parallel email discussion on BH RLF exclusively where almost all companies think BH RLF is a case to be considered in this WI.

	Company
	Agreeable? (Yes or No)
	Comments if no, or other way forward

	AT&T
	Yes
	Again, to be grammatically correct, the “which” in the second clause should be replaced with “that”. 

	OMESH
	
	Similar to Proposal 2, we recommend rephrase it to:

Proposal 3: BAP reroutes the data that has NOT been acknowledged by lower layer before the BH RLF, to alternative paths in case of BH RLF.



	ETRI
	Yes
	We have preference for OMESH’s rephrased proposal 3.

	Lenovo&MotoM
	Yes
	As legacy specification, the mechanism to guarantee the lossless is designed in both AS layer and upper layer.

	Intel
	No. We prefer option E.
	Before the unacked packets are sent on the alternate path, the alternate path has to be established (including reconfiguring of routing and bearer mapping), packets have to be reconstructed at the BAP layer. In the meantime, the PDCP receiver at the CU has stalled. This will trigger a TCP layer retransmission in most cases.

For B1 to be useful, significantly faster RLF recovery and route establishment procedures will need to be investigated.

Another issue is that reception of duplicate data at CU is possible and will have to be handled (if a packet is unacked, it does not mean that it is not received).
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	KDDI
	Yes
	

	CATT
	Yes
	

	ZTE
	Yes
	

	NEC
	Yes
	

	Nokia
	Yes
	

	LG
	No
	Option B1 may be able to work well in Release 16 since migration to different CU rarely occurs in RLF case. However, if further Release supports mobility, migration to different CU may often be happen. Option B1 no longer guarantees lossless delivery because old security configuration has been applied to the rerouted data.

If option B1 is agreed, another solution would be needed in further Release. We prefer to have single solution in 3GPP.

	Sequans
	No
	We prefer either C1 (real lossless) or E.

Regarding “. If not, convincing arguments are really appreciated why it is acceptable for 3GPP to have a R16 IAB without the lossless delivery capability” : this question should be asked to companies answering yes as well since the proposed solution is not 100% lossless anyway.

In summary, we prefer either true lossless or no lossless, but no need for a halfway solution.

	QC
	
	We propose the following rewording:

Based on implementation and configuration, BAP reroutes the data, which has NOT been acknowledged by lower layer before the BH RLF, to the new parent node in case of BH RLF.



	Futurewei
	Yes
	

	Ericsson
	Based on implementation
	We think proposal 3 could be left to network implementation. Even if the final agreement is to specify something, it should be limited to a recommendation (i.e. optional) with minimal impact to the standards.


Note that if no comment is received on proposal 3 in phase II from those companies who can accept option B1 in phase I, rapporteur would assume proposal 3 is acceptable to them.

In the phase II email discussion, 15 companies showed their preference on the proposals:
As to the proposal 1, almost all companies agree with the intention of proposal 1. As to the comment from Sequans, rapporteur’s explanation is that PDCP re-establishment will be performed to re-transmit the data to avoid L2 loss, in case of RLC SDU discarding due to RLC re-establishment. To address some companies’ concern, the proposal 1 is updated as following:

Updated Observation 1: For the upstream, RAN2 understands that the existing mechanisms cause the L2 E2E data loss, for the BAP data that has been submitted to lower layer but has not been acknowledged, in case of BH RLF in IAB.

As to the proposal 2, all companies agree with the intention of proposal 2. As to the comments from OMESH, the intention of the email discussion is mainly to solve the data loss in upstream. But I guess we can have a general proposal if majority companies are fine. Also to address the concern from Intel, more clarified proposal are as following:
Updated Proposal 2: BAP layer (encountering the BH RLF) routes the data that has been received but NOT submitted to RLC layer before the BH RLF to the new path (once established and configured) in case of BH RLF.

As to the proposal 3, we have the majority views but some companies still have concerns:

· As to the concern on the delay to establish the new connection and route from Intel, please notice that TCP has the slow start. So, the TCP re-transmission should be even late than L2 retransmission, e.g. the BAP re-reroute. Otherwise, NR doesn’t need the legacy PDCP retransmission either, if the retransmission at the TCP is faster than that of L2. As to the issue of duplicated data, it is already supported by legacy PDCP at the donor to detect the duplication.

· As to the further release to support mobile IAB, raised by LG, we need to solve the security configuration issue anyway in the handover procedure. Note that it is well handled in the legacy UE mobility procedure. So, we could easily solve the security change issue in mobile IAB in further release. Anyway, it has to be solved even without option B1.
· As to the concern from Sequans, it has been clarified in the start of phase II discussion. There is no 100% lossless, in case one device losing all the connections. Allow me to quote the previous statement: “this isolated case is really a rare case which may only happen when there is an equipment breakdown e.g. during earthquake (please also note that it has equal possibility to that the UE becomes isolated). With option B1, at least in clearly majority cases, we can guarantee the L2 data lossless in case of BH RLF.”
Rapporteur summarises the views from phase II as following:

	Views
	Companies 

	Acceptable with the proposal 3 in phase II
	12 companies: Nokia, Kyocera, NEC, Huawei, OMESH, AT&T, CATT, KDDI, ZTE, Lenovo&MotoM, ETRI, Futurewei
[As the rapporteur claimed before, if no comments received from companies who are acceptable with option B1, it is assumed the companies are fine with the proposal 3]

	Generally fine with proposal 3 after rewording or if it is recommendation/implementation
	2 companies: QC, Ericsson

	Prefer option E but no comment received on proposal 3 in phase II
	2 companies: Samsung, KT

	Not acceptable with the proposal 3 in phase II
	3 companies: Intel, LG, Sequans


From the above table, rapporteur assumes that majority is fine with the proposal 3 in principle. Therefore, the proposal 3 will be submitted to the RAN2 meeting, with some updates to address companies’ concerns.
Updated Proposal 3: BAP reroutes the data that has NOT been acknowledged by lower layer before the BH RLF to the new path (once established and configured) in case of BH RLF. 
To address companies’ concern on the specification impacts of proposal 3 (e.g. QC, Ericsson), rapporteur adds the following additional proposal. It is to clarify that, even if we agree on the updated proposal 3, we can discuss how many details are implementation and how many details are specification and configuration in the future, when we capture it in the running CRs.
Added Proposal 4: It is FFS on which details are implementation and which details needs be specified or configured.
3 Conclusion 

Based on the views from companies during the email discussion, following proposals are made:

Observation 1: For the upstream, RAN2 understands that the existing mechanisms cause the L2 E2E data loss, for the BAP data that has been submitted to lower layer but has not been acknowledged, in case of BH RLF in IAB.

Proposal 1: BAP layer (encountering the BH RLF) routes the data that has been received but NOT submitted to RLC layer before the BH RLF to the new path (once established and configured) in case of BH RLF.

Proposal 2: BAP reroutes the data that has NOT been acknowledged by lower layer before the BH RLF to the new path (once established and configured) in case of BH RLF. 

Proposal 3: It is FFS on which details are implementation and which details needs be specified or configured.
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5 Annex

TS 38.322

	5.1.2
RLC entity re-establishment

When upper layers request an RLC entity re-establishment, the UE shall:
-
discard all RLC SDUs, RLC SDU segments, and RLC PDUs, if any;

-
stop and reset all timers;

-
reset all state variables to their initial values.


TS 38.331

	· reestablishRLC
Indicates that RLC should be re-established. Network sets this to true whenever the security key used for the radio bearer associated with this RLC entity changes. For SRB2 and DRBs, it is also set to true during the resumption of the RRC connection or the first reconfiguration after reestablishment.


TS 38.323

	5.1.2
PDCP entity re-establishment

When upper layers request a PDCP entity re-establishment, the UE shall additionally perform once the procedures described in this section. After performing the procedures in this section, the UE shall follow the procedures in subclause 5.2.

When upper layers request a PDCP entity re-establishment, the transmitting PDCP entity shall:

-
for UM DRBs and AM DRBs, reset the header compression protocol for uplink and start with an IR state in U-mode (as defined in RFC 3095 [8] and RFC 4815 [9]) if drb-ContinueROHC is not configured in TS 38.331 [3];

-
for UM DRBs and SRBs, set TX_NEXT to the initial value;

-
for SRBs, discard all stored PDCP SDUs and PDCP PDUs;

-
apply the ciphering algorithm and key provided by upper layers during the PDCP entity re-establishment procedure;

-
apply the integrity protection algorithm and key provided by upper layers during the PDCP entity re-establishment procedure;
-
for UM DRBs, for each PDCP SDU already associated with a PDCP SN but for which a corresponding PDU has not previously been submitted to lower layers, and;
-
for suspended AM DRBs, from the first PDCP SDU for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by lower layers, for each PDCP SDU already associated with a PDCP SN:

-
consider the PDCP SDUs as received from upper layer;

-
perform transmission of the PDCP SDUs in ascending order of the COUNT value associated to the PDCP SDU prior to the PDCP re-establishment without restarting the discardTimer, as specified in subclause 5.2.1;

-
for AM DRBs which were not suspended, from the first PDCP SDU for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by lower layers, perform retransmission or transmission of all the PDCP SDUs already associated with PDCP SNs in ascending order of the COUNT values associated to the PDCP SDU prior to the PDCP entity re-establishment as specified below:

-
perform header compression of the PDCP SDU as specified in the subclause 5.7.4;

-
perform integrity protection and ciphering of the PDCP SDU using the COUNT value associated with this PDCP SDU as specified in the subclause 5.9 and 5.8;

-
submit the resulting PDCP Data PDU to lower layer, as specified in subclause 5.2.1.




We disagree with the premise of this question. Handling backhaul RLF is clearly important – without addressing backhaul RLF there will be devices (possibly a large number) without connectivity.





But here we are talking about recovering a few packets when backhaul RLF occurs. Moreover, the process of establishing the alternate paths, reconfiguring routing and bearer mapping is going to take quite long. When there is an interruption, PDCP stalls and higher layer actions are triggered. All this suggests that targeting loss less behavior in such scenarios is not particularly useful.
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