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1 Introduction
In last RAN2 106 meeting, the following agreements are achieved about the routing functionality in IAB network [1]
The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor) 
[bookmark: OLE_LINK4]Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
In this contribution, we are going to analyse more details about routing for wireless backhaul links in an IAB network, based on the above agreements. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Based on the discussion progress about IAB routing, there are still several issues to be addressed, and we will discuss them in the following part. 
Issue 1: Whether BAP path ID is optionally included in BAP header
As has being agreed in last RAN 2 meeting, the BAP routing ID consists of the BAP address and BAP path ID, encoding the BAP path ID in BAP header is FFS. Since the BAP address defines a unique destination, it should be mandatorily included in the BAP routing ID. Nevertheless, a configured BAP path ID, which indicates a unique path between the IAB donor-DU and an IAB node, can be optionally included in the BAP routing ID. For example, if only one path is exist between an IAB node and the IAB-donor-DU, it is unnecessary to assign a path ID for this path, and then the path ID does not need to be carried in the BAP header. Moreover, even if there exist more than one possible path between the IAB-donor-DU and an IAB node, the BAP path ID can still not be included in the BAP routing identifier to enable more flexibility for intermediate IAB nodes to do routing selection according to local decision. This will provide benefits since IAB node’s local decision may take some real-time status information (e.g. about link quality, load information) into account.
However, to keep the BAP header format being consistent in different scenarios, we suggest that the path ID field can always being included in the BAP routing ID. If the BAP path ID is not configured by the node which add the BAP header in some cases (e.g. no preferred path), some default value (e.g. all bits are 0) can be set in the BAP path ID filed. 
Proposal 1: The BAP path ID field should be always present in the BAP header. When no specific path is preferred or configured, default value is set, e.g. all zero.
Issue 2: Whether BAP path ID is optionally configured in the routing table
As analysed in section 2.1, the BAP path ID may not be preferred by the node who adds the BAP header (e.g. access IAB node for UL transmission, IAB-donor-DU for the DL transmission) or even not be configured (e.g. only one path exists ). In those cases, some default value will be used to fill the BAP path ID field in the BAP header, where the path ID filed in the configured routing table can be absent. Otherwise, the entry of each configured BAP path ID, together with the BAP address, should be configured in the routing table to uniquely assign a next hop link. Therefore, it is reasonable that the BAP path ID to be optionally configured in the routing table. 
Proposal 2: BAP path ID is optionally configured in the routing table. 
Issue 3: Which BAP routing ID to be added in BAP header
For the UL transmission, the access IAB node should decide which BAP routing ID will be added to a given BAP SDU according to configurations received from the IAB-donor-CU. 
It means that IAB-donor-CU configures the BAP addresses of one or multiple IAB-donor-DUs, and optionally configure multiple BAP path IDs towards each BAP address. In addition, the IAB-donor-CU may assign a priority level to each BAP path ID. After that, when the BAP layer of a access IAB node receives a  SDU from upper layer, it adds the configured BAP address and preferred path ID (if configured by donor CU). 
If no BAP path ID is configured towards a BAP address, the default value will be added by the access IAB node. In some scenarios, if multiple BAP path IDs are configured towards same BAP address in the routing configuration information, and no priority level is assigned by the IAB-donor-CU, then the access IAB node can determine a preferred one by itself.  
[bookmark: OLE_LINK2]Table 1. An example of configuration for adding BAP routing ID in different access IAB nodes
	Different access IAB node
	BAP address
	BAP path ID
	Priority level

	Access IAB node #1
	IAB-donor-DU 1
	001
	1

	
	
	002
	2

	Access IAB node #2
	IAB-donor-DU 2
	003
	N/A

	Access IAB node #3
	IAB-donor-DU 3
	N/A
	N/A

	
	…
	…
	…



Similar to the UL transmission, for the DL transmission, it is the IAB-donor-DU to add the BAP header. The IAB-donor-DU should decide the BAP routing ID for a received DL packet, according to configuration from IAB-donor-CU. 
IAB donor CU configures mapping relationship between the IAB node’s BAP address and the destination IP address of BAP SDU to the IAB-donor-DU. Meanwhile, the configuration may also include some BAP path IDs with different priority levels toward a given BAP address. Based on such a configuration, when the IAB-donor-DU receives a DL packet, it can determine the BAP address by checking the destination IP address, and chose a preferred BAP path ID with highest priority if priority information is configured, or by implementation if no priority level is assigned, or use a default value if no BAP path ID is configured.
Table 2. An example of configuration for adding BAP routing ID in one donor DU
	Dest. IP address 
	BAP address
	BAP path ID
	Priority level

	IAB IP address 1
	IAB node 1
	001
	1

	
	
	002
	2

	IAB IP address 2
	IAB node 2
	003 
	N/A

	IAB IP address 3
	IAB node 3
	N/A
	N/A

	…
	…
	…
	…



Proposal 3: For upstream, the BAP address to be added by the access IAB node is configured by the donor-CU. FFS on whether multiple BAP addresses can be configured to one access IAB node. 
Proposal 4: For downstream, the IAB-donor-DU adds the BAP address based on the destination IP address of each BAP SDU, and the mapping between BAP address and destination IP address is configured by the IAB-donor-CU.
Proposal 5: For upstream/downstream, the access IAB node/IAB-donor-DU adds the preferred path ID, if configured by donor CU. FFS on whether different priorities to one BAP address ID can be configured for multiple paths.
Issue 4: How to handle the RLF case
According to section 2.3, access IAB node will add the BAP routing ID for UL packets and IAB-donor-DU will add BAP routing IDs for DL packets, and thus, it is possible that the access IAB node/IAB-donor-DU adds a preferred BAP path ID to an packet, but some BH links along this path may suffer from RLF. To ensure lossless transmission, upon RLF, the intermediate IAB node can forward the packets through other candidate paths. For example, as shown in Figure 1, the link between IAB node 3 and IAB node 1 is failed, but there are still some packets with BAP path ID 2 in IAB node 3, IAB node 3 can send those packets with BAP path ID 2 to the IAB donor via IAB node 2. 
When the intermediate IAB node needs to choose another next hop link different from the one indicated by the entry of the BAP path ID and BAP address, the IAB node may look up another entry with same BAP address by implementation or take the priority level into consideration if configured. 
Furthermore, it is also possible for the access IAB node or the IAB donor to select other paths if it knows that some link along the path with the highest priority level is suffering from RLF. For example, the access IAB node or the IAB donor DU may detect that the first hop of the path is failure, or receive RLF notification from intermediate IAB nodes. In such case, the selection of BAP path ID from other inferior candidate paths to same BAP address can also be based on implementation or according to the configured priority level of each path.


[bookmark: _Ref15116102]Figure 1. An example of BH link RLF 
Proposal 6: For source node, i.e. access IAB node/IAB donor, if the path which has highest priority suffers BH RLF, BAP layer selects the alternative path belonging to the same BAP address by implementation or based on priority if configured.
Proposal 7: For intermediate IAB nodes, if the path which is indicated by path ID in BAP header suffers BH RLF, BAP layer selects the alternative path belonging to the same BAP address by implementation or based on priority if configured.

Issue 5: How to handle the load balancing
In last RAN2 106 meeting, the agreements about routing show that “For load balancing still FFS what is decided locally and/or decided by the Donor.”  In fact, both the global load balancing and local balancing are easy to be achieved through implementation. 
First, it is easy for the IAB-donor-CU to do global load balancing through configuring the path ID or assigning preferred path ID with highest priority to the IAB-donor-DU and IAB nodes. 
In addition, for the source node, i.e. the access IAB node or the IAB-donor-DU, if it is aware that the CU preferred path suffers from congestion, it can choose an alternative path with second priority level if configured or totally by the local decision of source node through implementation, and add the alternative BAP path ID to the BAP SDU. 
Moreover, for intermediate IAB nodes, if the path indicated by the BAP path ID is congested or will overload, an intermediate IAB node can choose an alternative path towards a same BAP address also, either according to the configured priority level of each path or local decision by implementation.
Observation 1: Both centralized and localized load balancing are possible. 
Proposal 8: RAN2 decides whether to support the donor controlled, source node controlled and intermediate IAB node controlled load balancing.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses remain issues about routing for IAB networks, then we draw the following observation and proposals:
[bookmark: _GoBack]Observation 1: Both centralized and localized load balancing are possible. 
Proposal 1: The BAP path ID field should be always present in the BAP header. When no specific path is preferred or configured, default value is set, e.g. all zero.
Proposal 2: BAP path ID is optionally configured in the routing table. 
Proposal 3: For upstream, the BAP address to be added by the access IAB node is configured by the donor-CU. FFS on whether multiple BAP addresses can be configured to one access IAB node. 
Proposal 4: For downstream, the IAB-donor-DU adds the BAP address based on the destination IP address of each BAP SDU, and the mapping between BAP address and destination IP address is configured by the IAB-donor-CU.
Proposal 5: For upstream/downstream, the access IAB node/IAB-donor-DU adds the preferred path ID, if configured by donor CU. FFS on whether different priorities to one BAP address ID can be configured for multiple paths.
Proposal 6: For source node, i.e. access IAB node/IAB donor, if the path which has highest priority suffers BH RLF, BAP layer selects the alternative path belonging to the same BAP address by implementation or based on priority if configured.
Proposal 7: For intermediate IAB nodes, if the path which is indicated by path ID in BAP header suffers BH RLF, BAP layer selects the alternative path belonging to the same BAP address by implementation or based on priority if configured.
Proposal 8: RAN2 decides whether to support the donor controlled, source node controlled and intermediate IAB node controlled load balancing.
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