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1 Introduction
An aspect for discussion in the IIoT work item [1] is the means of prioritisation, when data with differing QoS characteristics are to be transmitted to or from the UE.The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].
· Address UL data/control and control/control resource collision by:
· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].
· specifying prioritization and/or multiplexing behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].

Email discussions 106#53 and 106#56 have covered the means of prioritisation between UL grants and SR transmissions. In this paper, we outline the framework for the interaction between MAC and PHY in case of a conflict between uplink transmission occasions. We outline a split of responsibilities between RAN1 and RAN2 in determining the means of prioritisation within the UE and show how MAC based prioritisation takes RAN1 considerations into account.
2 Discussion
The purpose of the Medium Access Control (MAC) layer is to determine what data can access the physical medium (PHY) at a given point in time. This includes QoS maintenance in the form of priority handling of data with the use of logical channels (LCH). When data is available for transmission on a logical channel, MAC indicates its presence to the gNB by instructing PHY to transmit an SR or data on a configured grant (if present). This operation is illustrated in Figure 1 below.
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[bookmark: _Ref16171058]Figure 1: SR and configured grant transmission in Rel-15 NR
When data is available on competing logical channels, MAC determines which data gets transmitted on PHY by means of the logical channel prioritisation (LCP) mechanism. The LCP mechanism takes LCH restrictions into account when assembling the data to be transmitted on the UL grant. These restrictions are in place to ensure that data from a specific LCH is only transmitted on grants that can satisfy its QoS requirements. Similarly an SR configuration can be linked to a LCH, in order to inform the gNB of the QoS requirements of the data that is available to be transmitted by the UE.
The use of LCP and the corresponding SR and LCH restrictions act as a framework of QoS differentiation for the gNB. This framework is used by the gNB’s MAC scheduler to provide an UL grant that is appropriate for the requirements of data ready to be transmitted. 
As different UL transmission occasions can be linked to different QoS characteristics, there arise situations where multiple transmission occasions conflict with each other. In these cases, the conflict needs to be resolved in order of priority of data that is available for transmission. The UE’s MAC is the only entity that has knowledge of both the priority of available data as well as the transmission occasions provided by the NW. It is therefore well placed to resolve a conflict between multiple transmission occasions.
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[bookmark: _Ref16173320]Figure 2: Overlapping low and high priority transmission occasions
An example of such conflict resolution in MAC is illustrated in Figure 2 above. In the figure on the left, an UL grant serving low priority LCHs overlaps with an SR transmission occasion that is associated with a high priority LCH. Data from both low and high priority LCHs are available at MAC for transmission. In this situation, MAC determines that the high priority data should access the physical medium, and instructs PHY to transmit the high priority SR. Similarly, in the figure on the right, a conflict takes place between two UL grants (UL grants 1 and 2) having different service levels. As in the previous example, MAC instructs PHY to only transmit a transport block (TB) on the high priority grant (UL grant 2). 
As MAC is aware that the low priority transmission cannot be transmitted completely in both cases, there is no point in instructing PHY to trigger transmission on the low priority grant. Providing PHY with an UL transmission indication for the low priority grant only increases the processing load in MAC, as it unnecessarily needs to generate a TB that will not be sent. Furthermore, if a TB is generated for this failed transmission occasion, the data gets stuck in a HARQ buffer with the onus on the NW to detect the occurrence of a conflict and attempt to recover data from this HARQ process. Instead, the pending low priority data should remain in the L2 buffer awaiting a future transmission occasion on which it can be successfully sent.
Observation 1: If MAC generates a PDU for deprioritised transmission occasions, it increases the processing load in the UE while introducing delays to data transmission and further complicating NW behaviour.
Proposal 1: After resolving conflicts between overlapping transmission opportunities, MAC provides PHY with a single UL transmission indication for the intended transmission only.
In the aforementioned example, MAC was aware of the presence of low and high priority data ahead of time. This need not always be the case, as data arrival can be random. We illustrate an example of this in Figure 3. In the figure on the left, MAC is only aware of the availability of low priority data when the UL grant transmission is to take place. Therefore MAC instructs PHY to transmit a TB that carries low priority data on the UL grant. While the transmission of this TB is ongoing, high priority data arrives at MAC. This data is linked to the SR transmission occasion that overlaps with the ongoing UL transmission. As this data is of a higher priority, MAC instructs PHY to cancel the ongoing transmission and transmit the SR instead. 
Similarly, in the figure on the right, the conflict is between two UL grants that can carry different logical channels. As in the SR case, MAC instructs PHY to stop the ongoing transmission on UL grant 1 in favour of the high priority UL grant 2 on high priority data arrival. The means by which PHY stops the ongoing transmission, i.e. by cancelling or puncturing the ongoing transmission, is for RAN1 to determine.
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[bookmark: _Ref16175686]Figure 3: High priority data arrival while low priority transmission is ongoing
Proposal 2: Following a transmission indication from MAC to PHY, MAC provides PHY with a conflicting UL transmission indication only if its transmission is triggered by arrival of higher priority data.
Proposal 3: RAN1 to determine the means of stopping the deprioritised first transmission, e.g. by cancellation or puncturing.
In these examples, we have only considered UL data and SR transmission. These are important scenarios for prioritisation as these relate to data that is yet to be transmitted. Other UL transmissions mentioned in the WID such as HARQ and CSI are of less importance, as they do not relate to pending data transmissions, i.e. they do not affect stringent URLLC requirements. If HARQ feedback is not sent, the gNB can perform a blind retransmission and data QoS is not affected. Similarly if a CSI is not sent, DL spectral efficiency may reduce slightly, but data QoS remains unaffected. Regardless, the decision on if and how such UCI needs to be prioritised should be left to RAN1.
Proposal 4: RAN1 to determine the means of UCI (HARQ and CSI) prioritisation, if required.
If RAN1 determine that a means of prioritisation needs to be defined for UCI, we expect that these would be captured in their TSes. Similar to other sections in 38.321, the MAC TS can refer to the PHY TSes where these UCI prioritisation rules would be captured, and compare UCI priority (HARQ and CSI) with other contending UL transmissions (UL data and SR). On resolving all contentions for the physical medium, MAC provides PHY with a single transmission indication for the intended transmission. 
Proposal 5: If RAN1 determine that additional conditions need to be considered for UL prioritisation, the MAC TS could capture these conditions or refer to the L1 TS where the conditions are captured.
Proposal 6: To limit the impact of generating and handling deprioritised PDUs, RAN2 adopts the model where MAC only provides PHY with the transmission to take place, after taking all prioritisation rules into consideration.
3 Conclusion
In this contribution we make the following observations and proposals:
Observation 1: If MAC generates a PDU for deprioritised transmission occasions, it increases the processing load in the UE while introducing delays to data transmission and further complicating NW behaviour.
Proposal 1: After resolving conflicts between overlapping transmission opportunities, MAC provides PHY with a single UL transmission indication for the intended transmission only.
Proposal 2: Following a transmission indication from MAC to PHY, MAC provides PHY with a conflicting UL transmission indication only if its transmission is triggered by arrival of higher priority data.
Proposal 3: RAN1 to determine the means of stopping the deprioritised first transmission, e.g. by cancellation or puncturing.
Proposal 4: RAN1 to determine the means of UCI (HARQ and CSI) prioritisation, if required.
Proposal 5: If RAN1 determine that additional conditions need to be considered for UL prioritisation, the MAC TS could capture these conditions or refer to the L1 TS where the conditions are captured.
Proposal 6: To limit the impact of generating and handling deprioritised PDUs, RAN2 adopts the model where MAC only provides PHY with the transmission to take place, after taking all prioritisation rules into consideration.
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