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1   Introduction

RAN2 agreed the following at RAN2#106 meeting (Reno, May 2019):
· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

This agreement essentially confirms RAN2’s understanding reached at RAN2#105-Bis (Xi’an, April 2019):

· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
In this tdoc we focused on the text highlighted immediately above – whether any additional information is needed for routing and in the BAP header.

The email discussion [106#47][IAB] (Bearer Mapping) held in the run-up to the present meeting has discussed this issue, in the context of bearer “remapping”. In this tdoc we reiterate our position that UE bearer ID is not only helpful but also essential for a robust IAB design. 
2   A note on terminology – remapping vs. routing
“Remapping” is the term RAN2 uses to refer to the case where bearer data that came on the same ingress channel leaves the IAB node on different egress channels (or where bearers from different ingress channels are combined onto the same egress channel). “Remapping” is also occasionally used to refer to local decision making – e.g. when data route from source to destination deviates from the CU-preferred one based e.g. on local link conditions.
The term “remapping” (used widely within RAN2, including by ourselves) is perhaps unnecessary – the routing function of the BAP layer will perform both of the above actions. They key sticking point is whether routing should be QoS aware or not – in other words, whether BAP header should carry information that would help a QoS-aware routing mechanism for the N:1 mapping case.

Observation 1 They key issue to do with “remapping” is whether BAP header should carry information that would help a QoS-aware routing mechanism for the N:1 mapping case.
3   N:1 mapping and QoS-aware routing
During the email discussion [106#47][IAB] we have heard repeatedly (from a sub-set of contributors) how N:1 mapping should not be used if we have any kind of QoS requirements to satisfy. In other words, statements have been made that N:1 should not be used except for best-effort traffic. We were quite surprised by this approach as it is almost the opposite of what we initially discussed, and we do not agree with this for a number of reasons. 
In the IAB TR, we have captured the following on the topic of many-to-one mapping and QoS:
“For the many-to-one mapping, several UE DRBs are multiplexed onto a single BH RLC-channel based on specific parameters such as bearer QoS profile. Other information such as hop-count could also be configured. The IAB-node can multiplex UE DRBs into a single BH RLC-channel even if they belong to different UEs. Furthermore, a packet from one BH RLC-channel may be mapped onto a different BH RLC-channel on the next hop (details of IAB L2 structure for bearer multiplexing are given in section 8.2.5). All traffic mapped to a single BH RLC-channel receive the same QoS treatment on the air interface.

Since the BH RLC-channel multiplexes data from/to multiple bearers, and possibly even different UEs, each data block transmitted in the BH RLC-channel needs to contain an identifier of the UE, DRB, and/or IAB-node it is associated with. Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option.
…
While QoS differentiation is still possible when UE bearers are aggregated to backhaul RLC-channels, enforcement of fairness across UE bearers becomes less granular.
…

The IAB architecture should support many-to-one and one-to-one bearer mappings in a common design since both mapping options provide benefits in different deployment and traffic scenarios.

This design should allow many-to-one and one-to-one bearer mappings to be used at the same time.
…

In this option, several MT's SRBs (e.g., MT's SRBs with same priority, or MT's SRBs with different priorities) are multiplexed onto a single BH RLC channel. Specifically, MT's SRBs with same priority level are multiplexed onto a single BH RLC channel over all the hops. Thus, the number of BH RLC channels required depends on the set of MT' SRBs. For example, if we have a set of three SRBs, i.e. SBR0, SRB1, and SRB2, then many-to-one mapping needs only three BH RLC channels on all the hops. Furthermore, the MT SRBs mapped to different BH RLC channels on one hop may be mapped onto the same BH RLC channel on the next hop.

”
As has often been said by many companies, the observations and conclusions made therein are expected to guide our work in the ongoing WI phase (even though we are not bound by the TR). And from the highlighted bits above, it is clear that:

· “Remapping”, or routing where bearer data that came on the same ingress channel leaves the IAB node on different egress channels, was envisaged as one of the design options; 
· N:1 bearer mapping option is an integral part of the IAB design, with its own benefits; and
· N:1 bearer mapping should still provide means for QoS differentiation and management.
Observation 2 From the IAB TR it is clear that “remapping”, or routing where bearer data that came on the same ingress channel leaves the IAB node on different egress channels, was envisaged as one of the design options. It is additionally clear that N:1 mapping is a valid, viable alternative in scenarios where QoS is important.
We therefore re-iterate our view (supported by the IAB TR) that N:1 mapping is not just for best-effort traffic, but also for cases with more stringent QoS requirements (perhaps not going as far as URLLC). Please note that over-reliance on 1:1 mapping and its use as dominant mapping mode will lead to an ever-increasing LCID space as we go into future releases, resulting in a MAC header overhead that cannot be ignored.

Observation 3 Over-reliance on 1:1 mapping and its use as dominant mapping mode – especially in cases where N:1 mapping with QoS-aware routing would do the job – will lead to an ever-increasing LCID space as we go into future releases, resulting in a MAC header overhead that cannot be ignored.
4   Bearer ID: its use at IAB nodes for routing
Assuming that N:1 is a valid, viable alternative in scenarios where QoS is important, due to local link quality degradations, an intermediate node may need to change the egress channel or even the next-hop node. For this, the intermediate node needs the UE bearer ID. 

Even if we agree that the CU will provide a comprehensive list of routes and maybe even the weights (preferences) for each route, in some cases it will be down to the intermediate node to choose among these routes due to changes in local link status, and for this, the intermediate node needs the UE bearer ID (and the bearer QoS context, stored in the node).
Additionally, we believe that nodes closer to the Donor may need to aggregate traffic due to sheer volume of data at the Donor. Nodes further downstream can offer one-to-one mapping of DRBs to BH RLC channels more easily, requiring the ability to re-route packets who came on the same ingress channel onto different egress channels. We do not agree with some views expressed recently which claim that BAP path ID can be used for this on its own. Due to QoS requirements – which (to reiterate) we believe are applicable in N:1 mapping scenarios – the UE bearer ID is required in the BAP header.

Observation 4 In order to ensure QoS-aware routing – which, in the N:1 mapping case, will include the case where bearer data that came on the same ingress channel leaves the IAB node on different egress channels (or where bearers from different ingress channels are combined onto the same egress channel), bearer ID is required.
For those concerned about the overhead introduced by the UE bearer ID – please note that we see it as optional information in the header – a specific implementation may choose not to use it. However, not having the UE bearer ID in BAP outright would in our opinion severely and unnecessarily restrict IAB network capabilities in real-life scenarios.
5   Bearer ID: other uses at IAB nodes
While the need for bearer ID in the BAP header has mainly been discussed in the context of QoS-aware routing, there are several other important uses for bearer ID at intermediate nodes, which we elaborate here.

First of all, having the bearer ID in the BAP header will allow for a finer granularity of scheduling and buffer management at each IAB node. With the bearer ID included in the BAP header, the bearer-specific buffer management and scheduling can be achieved. While, without bearer ID, the scheduling can only be implemented based on FIFO.

And second, having the bearer ID in the BAP header will additionally allow for a finer granularity of flow control. The access IAB node reports the F1-U DDDS to IAB donor CU by including the desired buffer sizes per bearer, as per existing principles. This information can help the IAB donor CU to control the data transmission. However, to avoid buffer overflow of UE DRB at access IAB node, it is also possible to report UE DRB specific desired buffer size to its parent node (which seems to have support from many companies, based on the pre-meeting flow control discussion). To achieve this, the parent node of the access node should know the UE DRB ID of each packet. To sum up, E2E flow control is per UE DRB. If the buffered data packets at accessing IAB node almost overflowed due to the link problem of accessing UE, simply reducing the data transmission of IAB donor CU using existing mechanisms is not enough. We need to reduce the data transmission at the intermediate IAB nodes as well, especially the parent node of accessing IAB node. If this parent node does not know the UE DRB ID of the packet, it cannot achieve it.
Observation 5 Bearer ID is not only required for the QoS-aware routing for the N:1 bearer mapping case; it is also essential for: finer granularity of scheduling and buffer management at each IAB node; and a finer (per-bearer) granularity of flow control, matching that of the existing F1-U.
6   Conclusions
The issue of “remapping” has been the topic of lengthy discussions and some misunderstanding. Probably better referred to as QoS-aware routing, it is a use case for having the bearer ID in the BAP header, but – as we show in this paper – not the only use case. 
After noting the following important points:

Observation 6 They key issue to do with “remapping” is whether BAP header should carry information that would help a QoS-aware routing mechanism for the N:1 mapping case.

Observation 7 From the IAB TR it is clear that “remapping”, or routing where bearer data that came on the same ingress channel leaves the IAB node on different egress channels, was envisaged as one of the design options. It is additionally clear that N:1 mapping is a valid, viable alternative in scenarios where QoS is important.
Observation 8 Over-reliance on 1:1 mapping and its use as dominant mapping mode – especially in cases where N:1 mapping with QoS-aware routing would do the job – will lead to an ever-increasing LCID space as we go into future releases, resulting in a MAC header overhead that cannot be ignored.

Observation 9 In order to ensure QoS-aware routing – which, in the N:1 mapping case, will include the case where bearer data that came on the same ingress channel leaves the IAB node on different egress channels (or where bearers from different ingress channels are combined onto the same egress channel), bearer ID is required.
Observation 10 Bearer ID is not only required for the QoS-aware routing for the N:1 bearer mapping case; it is also essential for: finer granularity of scheduling and buffer management at each IAB node; and a finer (per-bearer) granularity of flow control, matching that of the existing F1-U.
We propose the following:
Proposal 1: BAP header design should contain the bearer ID.

Proposal 2: Use of the bearer ID field in the BAP header can be optional.[image: image1.png]



