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Introduction
IAB flow control  was briefly discussed in RAN2#105bis meeting and the following agreements were reached:

	Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS.     


During RAN2#106 meeting, it was agreed to have an email discussion on IAB flow control [1].

	[106#44][IAB] Flow Control (ZTE)


Intended outcome: Report, paving the way for on-line agreements


Deadline:  Thursday 2019-08-08




This email discussion mainly aims to collect companies’ perspectives and preferences on the IAB flow control. 
Discussion
Uplink flow control 
As agreed in RAN2#105bis meeting, in upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. To be specific, the MT part of child IAB node shall report its uplink buffer size to the DU part of IAB node to request UL resource. Then the DU part of IAB node may allocate the amount of UL resources requested. Suppose the DU part of IAB node is congested, it may allocate the UL resources less than the amount of resource requested. In this way, the DU part of IAB node could slow down the data rate of ingress bearer to match the data rate of egress bearer in upstream direction. UL scheduling is legacy mechanism without specification impact. On the other hand, it is still FFS whether UL end-to-end flow control should be supported. 

UL end-to-end flow control
Some companies think the end-to-end UL flow control should be supported [4] [7]. They argue that UL scheduling only pushes the congestion back by one step at a time. The injection of data into the network by UEs is not reduced. In [4], it is suggested to support end-to-end UL flow control so as to enable the congested node to reduce data rates at intermediate IAB nodes as well as the access IAB nodes [4]. It is also proposed that unified design for both DL and UL end-to-end flow control could be considered [7]. On the other hand, some companies think that it is not necessary to consider the end-to-end flow control [5] [12]. They think the flow control is mainly used to mitigate short term congestion. The radio link quality may recover soon. It is not necessary to slow down the uplink transmission of IAB node multiple hops away. For the long term congestion, it would be resolved by re-routing, BH RLF handling or other QoS management mechanism, instead of the additional UL end-to-end flow control mechanism.
Question 1:  Should the UL end-to-end flow control be supported in IAB network? 
Yes
No
	Companies are invited to provide views below for Question 1

	Companies
	Option
	Comments if any

	LG
	b
	

	QC
	b
	There is no indication that UL E2E flow control would provide any benefit over the existing HbH flow control. 

	Intel
	Yes, UL flow control should be supported.
	We believe that UL flow control should be supported; whether it is end-to-end or hop-by-hop needs to be discussed. There is nothing fundamentally different about flows in the DL vs flows in the UL that would suggest that flow control for the UL is not needed.

At this point, we do not have a flow control mechanism for UL. Reduction of UL grants by a congested node is not a flow control solution. It just moves the problem one node down.

Also, we don’t think it is possible to rely on the availability of alternate routes when there is congestion. Note also that congestion can occur repeatedly and frequently – it is just a function of the data rates and the variation of data rates being injected into the network.

	Huawei
	Yes, but it should be decided by RAN3.
	Since we have agreed the DL E2E flow control, in order to have a unified design for both DL and UL, UL E2E flow control may be also used to alleviate UL congestion.

In addition, it is straight forward to use the F1-U based solution, like DL E2E flow control, for UL E2E flow control. Anyway, whether to introduce UL E2E flow control and the details should be decided by RAN3.

	OMESH
	b
	We can skip the UL E2E. But we are open to revisit this if someone find it is necessary.

	KDDI
	b
	Same view as QC

	KT
	b
	

	CATT
	b
	

	Samsung
	b
	Some UL flow control mechanism is indeed required. The agreed baseline (HbH using existing UL scheduling mechanisms) is not really a flow control mechanism. Perhaps a more accurate statement is that it does not help solve congestion issues. Therefore we are happy to stick with HbH, but do not think the agreed baseline solves the issues.

	ETRI
	b
	Similar view as QC.

	Futurewei
	b (should not be addressed by RAN2)
	First it is not very what end-to-end flow control actually means for the UL direction. As previously agreed, the baseline mechanism for end-to-end flow control for the DL is to reuse the NR UP protocol. This mechanism will run between the Access IAB node and the Donor DU (end-to-end), with the intent of guaranteeing reliable delivery of PDCP PDUS from the CU to the Access DU.

However, for the UL it would seem that flow control information would somehow need to be propagated from the node detecting congestion towards the Access IAB node. What would be reported in this case is not very clear. The DDDS report for example, provide feedback to the CU about available data bearer buffer size at the DU, as well as lost and delivered PDCP sequence numbers. It is not clear that either of these could be provided in the case of UL data. Furthermore, even if such information could be provided to the Access IAB node, it is not clear what actions the DU could take to alleviate congestion that would be different than in the case of hop-by-hop flow control

Therefore, we don’t see any clear value in supporting UL end-to-end flow control. Rather, as alluded to in the intro, the congestion should be reported to the Donor CU so that further actions to address this congestion can be taken (e.g. repartitioning radio resource, re-routing traffic flows, etc.)

It seems that such a congestion reporting mechanism may be best addressed by RAN3.

	NEC
	b
	

	AT&T
	b
	We are not yet convinced that an end-to-end UL flow control mechanism is required

	ZTE
	b
	We think the hop-by-hop UL flow control via UL scheduling is enough to alleviate the congestion.  

	Sequans
	a
but E2E at app level
	Yes, by enabling TCP congestion control to operate swiftly.

The IAB TR introduces flow control as a way to prevent packet discard at IAB node: “Discarding of packets at intermediate IAB-nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows).”

But such flow control will just push back the congestion outside of IAB, for UL case inside the UE. UE will drops packet (e.g. PDCP discard timer expiry) which will trigger TCP congestion. During that time, all IAB nodes downward the bottleneck becomes congested, increasing latency.

It would be much more efficient to e.g. perform packet marking at congested (or to be congested) IAB node, the donor can then either convert such marking into ECN, or drop the SDU. No propagation of the congestion, quicker kick-in of TCP congestion control.



	Ericsson
	b
	We do not see the need for UL e2e flow control because congestion occurrences on the UL are expected to be short-term, which can be solved by UL scheduling. 

Regarding the ‘unified solution’ argument, this argument does not hold due to essential differences in UL and DL backhaul communication. For example, on the DL, the bottleneck is on the first wireless hop, while on the UL, the  bottleneck is on the last wireless hop in the chain. 

Moreover, the introduction of UL flow control mechanism imposes additional memory and processing requirements for IAB nodes, due to the inherent need to track sequence numbers, in the worst case on a per-bearer basis. 

Please note that, as of today, in (non-IAB) NR, the flow control is only defined for the DL.

To summarize, we do not see any solid reasons for specification impact just for the sake of IAB UL flow control, neither on the hbh nor on the e2e basis. 

	ITL
	b
	

	Lenovo&MotoM
	b
	Hop-by-hop flow control is sufficient for UL.

	Nokia
	b
	As discussed in our R2-1904027, congestion-related packet drops in uplink buffers of IAB nodes seem something self-inflicted by those nodes, and should rather be avoided by uplink scheduling.


Summary for Question 1
Count:
a(Yes): 3     b(No): 16
A majority of the companies (16 of 19) believe that the UL end-to-end flow control should not be supported in IAB network. They think that hop-by-hop UL flow control via UL scheduling is sufficient to alleviate the UL congestion. For UL end-to-end flow control, even if the congestion info is provided to access IAB node, access IAB node could only reduce the UL grant allocated to UE, which then may lead to the packet drop at UE. It actually does not provide any benefit over the existing hop-by-hop flow control. On the other hand, some companies select option b) and suggest to support the UL end-to-end flow control. They think  unified design should be supported for UL and DL end-to-end flow control. It is also proposed that this might be decided by RAN3. Based on the majority view, we may have the following proposal:  
Proposal 1: The UL end-to-end flow control is not supported in IAB network. 

==================================================================================
Suppose the UL end-to-end flow control is to be supported, the next issue is how to implement it. Until now, there are three options proposed in [4] [7] [10] as follows:

Option 1-1: explicit congestion indication in BAP layer 

According to [4], it suggests to design an explicit congestion indication transmitted via BAP layer from the congested IAB node downstream towards the access IAB nodes. Each intermediate IAB node forwards the congestion indication to downstream IAB nodes until the access IAB nodes are reached. Each intermediate IAB node and access IAB node perform flow control to reduce the data rate towards the congested node. 

Option 1-2: F1-U based UL end-to-end flow control

It is suggested in [7] to utilize the F1-U protocol for UL end-to-end flow control. Since F1-U belong to the RAN3’s working scope, it is suggested to ask RAN3 to further study it. 

Option 1-3: AQM based UL end-to-end flow control 

It is suggested in [10] to enhance AQM mechanism in IAB network for UL end-to-end flow control. For example, the implicit congestion notification (packet dropping) could be used to indicate the TCP sender that congestion happens. When it comes to IAB network, some PDCP PDU could be marked as “to be discarded” at the congested IAB node and the PDCP receiver could discard the corresponding PDCP SDU when the PDU was marked. Later, the TCP sender in UE may detect the packet loss and then slow down the uplink transmission. It should be noted that the end-to-end here means the TCP sender and receiver.

Question 2:  Suppose the UL end-to-end flow control is to be supported, which option (s) could be considered? 
Option 1-1
Option 1-2
Option 1-3
Other potential option (s) (If this option is selected, please give detailed description)
No UL end-to-end flow control is needed. 
	Companies are invited to provide views below for Question 2

	Companies
	Option(s)
	Comments if any

	LG
	e
	

	QC
	e
	It is not clear how these flow control mechanisms differ in performance and if they provide any benefit at all.

	Intel
	a
	Its unclear how option 1-2 helps mitigate UL congestion. It operates between the IAB node and the donor. Its not clear how it throttles the uplink data coming from UEs.

	Huawei
	Option 1-2, but it is RAN3 decision
	See comments in Q1.

	OMESH
	e
	Similar to previous question

	KDDI
	e
	Same view as QC

	KT
	e
	

	CATT
	e
	

	Samsung
	e
	But please note our comments to Q1.

	ETRI
	e
	

	Futurewei
	
	Should be discussed by RAN3

	NEC
	e
	

	AT&T
	e
	

	ZTE
	e
	

	Sequans
	Option 1-3
	(Real) flow control analysis during e.g. Rel-10 LTE relay design or LTE architecture design (S1-Uu) led to decide that AQM based packet dropping at the intermediate node is better than flow control.

IAB study concluded the opposite with the only argument that “Discarding of packets at intermediate IAB-nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows)”, whereas using simple packet marking avoids such consequences.



	Ericsson
	e
	Please see our answer to Q1.

	ITL
	e
	

	Lenovo&MotoM
	e
	

	Nokia
	e
	As discussed under Q1.


Summary for Question 2
Count:
a(Option 1-1: explicit congestion indication in BAP layer ): 1
b(Option 1-2: F1-U based UL end-to-end flow control): 1
c(Option 1-3: AQM based UL end-to-end flow control): 1
d(Other potential options): 0
e(No UL end-to-end flow control is needed): 15
A majority of the companies (15 of 19) select option e) and believe that UL end-to-end flow control is not needed. On the other hand, three companies select three different UL end-to-end flow control options. Question 2 is actually a follow-up question of Question 1. Since most of the companies think the UL end-to-end flow control is not supported in IAB network, it is not necessary to consider the detailed solutions.  
=====================================================================================
Downlink flow control
For downlink, NR UP protocol is considered as baseline for DL end-to-end flow control. To be specific, access IAB node DU may provide DL Data Delivery Status (DDDS) to the IAB donor CU. The DDDS frame in F1-U interface includes the desired buffer size and/or desired data rate for a given UE DRB. Upon receiving the DDDS frame, IAB donor CU adjusts the downlink transmission for this UE DRB correspondingly. In addition to the NR UP protocol, several other DL end-to-end flow control variants and enhancement were proposed. On the other hand, it is still FFS for hop-by-hop DL flow control. In this section, we will discuss them one by one. 

DL end-to-end flow control

Some companies proposed the variants of end-to-end DL flow control or the enhancement to legacy F1-U flow control. It can be categorized into the following options:

Option 2-1: Feedback from intermediate IAB node to IAB donor

As proposed in [3], congested IAB node transmits an explicit congestion indication to IAB donor. The congestion indication could be carried in BAP layer or an F1-AP message. Suppose F1-AP message is used, the congestion indication shall be forwarded over multiple hops towards IAB donor CU, we may regard it as a special form of end-to-end flow control. 

In addition, a similar approach called “Link-to-source feedback” is proposed in [9], where intermediate IAB nodes provide the backhaul link feedback info to IAB donor CU. It suggests to reuse the NR UP protocol. 

Option 2-2: Packet marking for DL end-to-end flow control

As observed in [8], the drawback of current F1-U flow control is that the end-to-end flows not causing congestion on an IAB node may also be throttled. To solve this problem, it is proposed to introduce packet marking at congested intermediate nodes. To be specific, if an egress packet has experienced a queuing delay exceeding some predefined threshold, the congested intermediate IAB node can set an excess delay flag in BAP header of the next egress packet. The marked packet would travel all the way to its destination access IAB node, which could then feed this information to the IAB Donor CU, indicating on which flow(s) the congestion has occurred or is likely to occur. This option is essentially complementary to the legacy F1-U flow control. 

Option 2-3: AQM based DL end-to-end flow control

It is suggested in [10] to enhance AQM mechanism in IAB network for DL end-to-end flow control. The implicit congestion notification (packet dropping) is used to indicate the TCP sender that congestion happens. Some PDCP PDU could be marked as “to be discarded” at the congested IAB node and the PDCP receiver could discard the corresponding PDCP SDU when the PDU was marked as “to be discarded”. Later, the TCP sender in network may detect the packet loss and then slow down the uplink transmission. It should be noted that UE is the PDCP receiver for downstream direction. This option requires the UE to be enhanced to support the new PDCP PDU format, which is not feasible for Rel-15 UE.  

Question 3:  Should the DL end-to-end flow control enhancement be considered in IAB network? 
Yes
No
	Companies are invited to provide views below for Question 3

	Companies
	Option
	Comments if any

	LG
	a
	

	QC
	a
	We already have NUPP for E2E flow control. We need load reporting to the CU-CP (rather than CU-UP), e.g., to ensure topology adaptation, rerouting, etc in response to overload. Option 2-1 using F1-AP would accomplish this. However, it would not work for flow control.

	Intel
	a
	

	Huawei
	Yes
	Using the legacy DDDS, donor cannot determine which intermediate node is congested, if the access link of UE is not congested but some BH link is congested.

	OMESH
	Yes or a)
	

	KDDI
	
	Many aspects of flow control (such as buffer size, memory size) seem to be up to implementation, and we guess proper implementation can address this issue without any specification. So, we are not sure whether we can specify something beneficial.

If we specify something, it should be aligned with the solution for wired F1-C/U interface( DDDS, GNB-DU STATUS INDICATION)

	KT
	a
	

	CATT
	a
	

	Samsung
	a
	We already agreed NR UP protocol as baseline for DL E2E flow control so we assume the question is whether anything on top of that is required. We believe existing F1-U flow control can be used to manage the UE buffers at the accessing IAB node. However, the existing F1-U cannot be used to identify the congestion situation across the routing path of the data packets. If the donor CU can identify the congested bearer, it can slow down the data transmission of the corresponding UE DRBs. 

Thus, we think the enhancement to the DL E2E flow control is needed, based on the existing F1-U. This is within RAN3 remit.  

	ETRI
	a
	

	Futurewei
	
	We tend to agree with comments from other companies that the current UP DL end-to-end flow control mechanism (based in DDDS) is not sufficient to address DL congestion by itself, as if does not provide any information about which node and which link is suffering from congestion.

However, as pointed out by QCM in their response, it seems that such congestion reporting should be addressed by a CP mechanism, rather that a UP mechanism, as the CU-CP (rather than CU-UP) would need to take any mitigating actions (e.g. repartitioning radio resource, re-routing traffic flows, etc.)

Furthermore, regardless of what solution (if any) is adopted, it seems that this topic would be within the scope of RAN3 to discuss.

	NEC
	a
	Legacy DDDS can be re-used

	AT&T
	a
	Not for flow control, but to provide congestion indication to the CU-CP for corrective actions. For DL e2e flow control the DDDS mechanism already exists between access IAB node and donor. All three proposed flow control enhancements have at least some additional complications. Option 2-1 seems to be the simplest but in order for the enhancement to be used for flow control, it requires additional signalling over the E1 interface (between CU-CP and CU-UP). Our view is that there is no need for enhancements to the end-to-end flow control mechanism since if a hop-by-hop mechanism is specified, it could address any deficiencies in the existing e2e flow control mechanism for IAB. 

	ZTE
	b
	We think the legacy DDDS is enough for DL end-to-end flow control, It is not necessary to consider further enhancement for DL end-to-end flow control.

	Sequans
	a
	

	Ericsson
	a
	The existing NR-U flow control mechanism should be the baseline. Nevertheless, this topic is within the RAN3 domain.

	ITL
	a
	

	Lenovo&MotoM
	a
	

	Nokia
	a) Yes (should at least be considered, as asked)
	To the extent that Option 2-1 can be categorized as “end to end”.




Summary for Question 3
Count:

a(Yes ): 16     b(No): 1
A majority of the companies (16 of 19) select option a) and think that DL end-to-end flow control enhancement should be considered. Some companies proposed that intermediate IAB node should report congestion information to CU-CP so as to ensure topology adaptation, re-routing, etc. It should be noted that it is supported in TS38.473 that DU may indicate overload status to CU and then CU take overload reduction actions. In addition, some companies think that it would be better for the donor CU to identify the congested intermediate IAB node and congested bearer and then slow down the data transmission of corresponding UE DRB. Besides, some companies think that the DL end-to-end flow control enhancement should be within the working scope of RAN3. Nevertheless, based on the majority view, we may make the following proposal:
Proposal 2: The DL end-to-end flow control enhancement should be considered in IAB network.
====================================================================================
Question 4:  Suppose the DL end-to-end flow control enhancement is to be considered, please select preferred option(s).
Option 2-1.
Option 2-2.

Option 2-3.
Other option (s) (If this option is selected, please give detailed description ).
None of the DL end-to-end flow control enhancement is considered. 

	Companies are invited to provide views below for Question 4

	Companies
	Option(s)
	Comments if any

	LG
	a
	In option 2-1, UE ID or IAB node ID should be explicitly indicated to the IAB donor node to block only DL bearers or traffics causing downlink data congestion at the intermediate IAB node.

In option 2-2, packet marking scheme may not resolve the DL congestion problem and may trigger DL end-to-end flow control unnecessarily. 

Considering NR physical with a beam, a temporary link blockage by an obstacle would be the most possible congestion scenario. In this condition, DL data may not be transmitted to the child IAB node due to this link blockage and those DL data would be buffered at the intermediate IAB node until the link problem is resolved. This means that the marked DL data can be finally arrived to the destination IAB node after link problem is cleared. In this situation, even though there is no more congestion problem along the path, this marked DL data would trigger unnecessary DL end-to-end flow control because the marked DL data can be transmitted to the child IAB node after link problem is resolved. 

	QC
	a
	Option 2-1: To achieve E2E flow control, signaling would need to be embedded into F1-U, i.e. NUPP. We cannot use BAP since it is terminated at the IAB-donor DU rather than CU. Reporting via F1-AP is terminated at the CU-CP rather than CU-UP, so it would serve for other reconfigurations such as topology adaptation rather than congestion control. 

Option 2-2 creates a lot of delay since congestion notification has to travel all the way to the destination and back to the donor. At that point, NUPP achieves the same and it is already available.

Option 2-3 seems to mess around across multiple protocol layers which we should stay away from. The node further has not visibility into layers above IPsec.

	Intel
	a
	Option 2-1 seems to be the easiest to achieve. It can be enhanced with info such as bearer ID or UE ID to ensure that only flows that are identified as causing the congestion are throttled.

	Huawei
	Option 2-1
	The baseline is reusing the NR UP protocol. The enhancement should focus on addressing the drawbacks of legacy the F1-U flow control. For instance, it could also indicate the buffer status or transmission status of the access IAB node, in addition to that status of given UE DRB in legacy DDDS mechanism.

For the intention of E2E flow control, the feedback information should be transmitted on the F1-U, rather than F1-C. The congestion indication should be considered as control plane mechanism

Again, the details can be discussed in RAN3. 

	OMESH
	a
	Option 2-1 is the most straight forward

	KDDI
	b
	See comments in Q3.

	KT
	a
	

	CATT
	a
	We support option 2-1 due to its simplicity.

	Samsung
	d
	Our proposal is to design a data volume reporting mechanism per UE DRB per routing path via F1-U DDDS. We explain here why and how.

The intention of enhanced DL E2E flow control is to slow down DL data transmission (per UE DRB) from IAB donor CU. 

It seems that Option 2-1 is a straightforward solution. It may need enhancements to F1AP to indicate congestion information to IAB donor CU, and also some additional information, e.g., UE DRB ID, may be needed to help IAB donor CU control the data transmission per UE DRB. 

However, we have concerns on necessity of knowing the congested IAB node. Regarding the intention, as long as IAB donor CU knows which UE DRB’s data packets encounter congestion, it can slow down the corresponding DL data transmission. To achieve this, we can allow the accessing IAB node to report the received data volume of each UE DRB in a given period of time. 

Compared to the transmission data volume of each UE DRB at IAB donor CU, the received data volume information can be used to deduce whether the data transmission of such UE DRB encounters congestion over the routing path, e.g., if the receiving data volume is much smaller than the transmission volume, it means that congestion occurs over such path.  Meanwhile, due to the congestion, the intermediate node may re-route the packets to a different path. Thus, the accessing IAB node can report the receiving data volume per path. Based on this information, IAB donor CU can identify which path has problem, and decide how to distribute data over those paths. 

In addition, since it is E2E flow control, it is better to be discussed in RAN3.

	ETRI
	a
	Option 2-1: easy way to resolve DL e2e flow control.

	Futurewei
	
	Something along the lines of Option 2-1 seem to make most sense. However, whether this should be introduced as an enhancement to DDDS, or some new congestion reporting mechanism to the CU should be discussed and agreed by RAN3.

	NEC
	a
	The issues identified in b and c can be resolved by hop by hop flow control

	AT&T
	a
	Please see comments in response to Q3.

	ZTE
	e
	We think the legacy DDDS is enough for DL end-to-end flow control, It is not necessary to consider further enhancement for DL end-to-end flow control.

	Sequans
	c
	(Real) flow control analysis during e.g. Rel-10 LTE relay design or LTE architecture design (S1-Uu) led to decide that AQM based packet dropping at the intermediate node is better than flow control.

IAB study concluded the opposite with the only argument that “Discarding of packets at intermediate IAB-nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows)”, whereas using simple packet marking avoids such consequences.



	Ericsson
	b
	Once again, this is a RAN3 issue. 

Looking at the comments from other companies we suspect that there seems to be a terminology misunderstanding. Flow control refers to the mechanisms that should prevent the congestion from occurring at the first place, while Congestion control refers to the measures taken to mitigate the congestion, after congestion has occurred. 

In that respect, the misunderstanding related to Option 2-2 is that the packet marking notification to the access node would be delayed due to bad link conditions/congestion. In fact, goal of solution 2-2 is to prevent the congestion from occurring at the first place (while keeping the pipe full), which means that the comment about the delayed notification in option 2-2 does not hold. Consequently, the notification (sent from the access or intermediate node) should be sent to the CU-UP, which is the entity that feeds the traffic into the IAB network.

In our view keeping buffers small along the path is important for good performance e.g. to optimize performance for DC DL split bearer, to enable responsive AQM mechanisms in the CU-UP (above the PDCP layer). 

In any case, any solution to be specified (including the one proposing feedback from intermediate IAB nodes, if agreed) should strictly be delivered over the UP, using a mechanism similar to the DDDS, as for the normal DUs. This is due to the fact that flow control is a user plane function.

	ITL
	a
	Option 2-1 is the simplest way to achieve end-to-end flow control.

	Lenovo&MotoM
	a
	Option2-1 is simple comparing to other options.

	Nokia
	a
	“Link-to-source feedback” as proposed in [9], where intermediate IAB nodes provide the backhaul link feedback info to IAB donor CU. We suggest reusing the NR UP protocol.

 It is unclear how option 2-2 solves the stated problem “the end-to-end flows not causing congestion on an IAB node may also be throttled”.

Inapplicability to Rel-15 UEs seems like a serious drawback of option 2-3.




Summary for Question 4
Count:

a(Option 2-1: Feedback from intermediate IAB node to IAB donor): 13
b(Option 2-2: Packet marking for DL end-to-end flow control): 2
c(Option 2-3: AQM based DL end-to-end flow control): 1
d(Other options): 1
e(None of the DL end-to-end flow control enhancement is considered): 1
A majority of the companies (13 of 19) select option 2-1(Feedback from intermediate IAB node to IAB donor). They think that the intermediate IAB node should be able to transmit congestion information to IAB donor, such as IAB node ID, UE ID, buffer status, etc. There are different views on whether F1-U or F1-C should be used to carry such congestion indication.  

On the other hand, two companies suggest to adopt option 2-2, i.e. packet marking for DL end-to-end flow control. One company supports the AQM based DL end-to-end flow control. And one company proposes a new option, where the access IAB node reports the received data volume per UE DRB per routing path to IAB donor. Compared to the transmission data volume of each UE DRB at IAB donor CU and the received data volume report from access IAB node, IAB donor CU can detect the congestion and then take actions. 

Once again, 4 companies mentioned that the detailed design for DL end-to-end flow control enhancement should be discussed in RAN3. Based on the majority views, we may make the following proposal. 

Proposal 3: Feedback from intermediate IAB node to IAB donor could be considered for the DL end-to-end flow control enhancement. The detailed design is up to RAN3. 
====================================================================================
DL hop-by-hop flow control

According to TR 38.874 [14], the DL end-to-end flow control may be slow to react to local congestion problems in intermediate IAB nodes as they do not provide information to pin point at which link/node the congestion is occurring. Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling. As suggested in [2] [5] [6] [7] [9] [11] [13], DL hop-by-hop flow control should be supported. However, some companies [3] [8] think that one hop flow control can only efficiently handle short term congestion. For long term congestion, even if parent IAB node slow down the data transmission, data continues to be injected into the IAB network at the IAB donor, which results in the parent node congestion. 

Question 5:  Should the DL hop-by-hop flow control be supported in IAB network? 
Yes

No
	Companies are invited to provide views below for Question 5

	Companies
	Options
	Comments if any

	LG
	a
	

	QC
	a
	There may be benefits from fast hop-by-hop signaling over NUPP.

Note: For the support of DL hop-by-hop flow control, the flow control signaling will run upstream. If carried in L2 (e.g. BAP layer), it would terminate at the donor DU. The donor DU presently has no means to forward such flow control signaling to the donor CU-UP. Consequently, hop-by-hop flow control will solely move overload from the IAB-node to the donor DU, which then will drop the packets. This would make hop-by-hop flow control ineffective.  It would be necessary for RAN3 to adds means that HbH flow control signaling be forwarding between donor DU and donor CU-UP in some manner.


	Intel
	Only if end-to-end flow control (between CU and IAB node) is not supported
	We do believe that hop-by-hop flow control is more effective than end-to-end flow control. However, the end-to-end flow control approach is easier to realize. Also, there is no clear need for dual overlapping approaches for DL flow control.

	Huawei
	Yes
	Since we already agreed the UL HbH flow control, it is very straight forward to have both UL and DL HbH flow control as a unified design.

The E2E DL flow control only handles the long term congestion. It obviously has the drawbacks of slow reaction for short term congestion. Therefore, for DL, both E2E and HbH should be supported to handle the long term and short term congestion respectively.



	OMESH
	a/Yes
	DL Hop by Hop has to be supported for fast handling the buffer load issues of IAB nodes. It will be more effective than DL E2E. 

	KDDI
	b
	See comments in Q3.

	KT
	a
	Agree with QC.

	CATT
	a
	We support also HbH as it is beneficial in terms of fast adaptation.

	Samsung
	a
	E2E flow control is a ‘low hanging fruit’ so no reason not to support it; however HbH can be more effective. E2E and HbH complement each other (long-term v. short-term action). Therefore we think both are needed.

	ETRI
	a
	We think it is efficient scheme for short term congestion.

	Futurewei
	a
	It seems useful to add a mechanism for DL HbH flow to minimize the possibility of packet discard at IAB nodes due to buffer overflow.

	NEC
	a
	Hop by hop flow control is fast and quick to pinpoint the contested backhaul.

	AT&T
	a
	Hop-by-hop flow control can be shown to quickly alleviate localized congestion. Qualcomm raises a good point about the need for signaling between donor DU and donor CU-UP. 

	ZTE
	a
	The end-to-end DL flow control may be slow to react to local congestion problems at intermediate IAB nodes as they do not provide information to pinpoint at which link the congestion occurs. Thus hop-by-hop flow control should also be considered. 

	Sequans
	a
	HbH is needed as even with E2E flow control (e.g. TCP based), congestion can occur due to flows not reactive to E2E flow control.

	Ericsson
	b
	Once again, the job of flow control is not to prevent the overflow, but rather to keep the buffers small, which can only be achieved by throttling the flow at the end node (the CU-UP in this case) i.e. by using the e2e mechanism. If the buffers are kept small by using e2e flow control, then hbh flow control is not needed. Hbh flow control is thus unnecessary, since it only moves the load to the parent node (which may eventually propagate all the way to the donor). 

Furthermore, it is claimed that the purpose of hbh flow control is to tackle short-term congestion. Nevertheless, it is not possible to know in advance if the problem will be short- or long-term. If the problem is short-term, and the hbh mechanism does not help, the e2e flow control will be activated. However, activating the e2e flow control when the congestion has already occurred defeats the purpose of flow control, which is to prevent the congestion from occurring in the first place.

Another issue is that DL hbh flow control would significantly increase the complexity of the IAB nodes, because IAB-DUs would be required to run a flow control machine. 

Last but not least, it would be good to clarify the purpose of hbh flow control, having in mind the above. If the purpose is to avoid packet discarding, then this could be solved by keeping the buffers small by e2e mechanism and the hbh mechanism is not necessary. In any case, any hbh solution should be optional to implement.

	ITL
	a
	Hop-by-hop flow control is beneficial to solve short term congestion.

	Lenovo&MotoM
	a
	It is a way for fast flow control, which can be carried by L2 layer.

	Nokia
	a
	We see hop-by-hop buffer status reporting beneficial for scheduling, i.e., short term congestions should be handled by scheduler. 


Summary for Question 5
Count:
a(Yes): 16     b(No): 3
A majority of the companies (16 of 19) think that the DL hop-by-hop flow control should be supported in IAB network.

They think that DL end-to-end flow control only handles the long term congestion and may be slow to react to the short term congestion. Therefore, the DL hop-by-hop flow control should be considered together with DL end-to-end flow control. On the other hand, three companies cast doubts on the effectiveness of hop-by-hop flow control. They think the DL end-to-end flow control is easy to implement and can already prevent the congestion from occurring. Based on the majority view, we may make the following proposal: 
Proposal 4: The DL hop-by-hop flow control is supported in IAB network. 

==================================================================================
Based on companies’ paper, there are two kinds of DL hop-by-hop flow control mechanisms on the table, which are listed as follows:

Option 3-1: One hop DL flow control

In this option, congested IAB nodes feedback flow control info to its parent IAB node/IAB donor. Then, parent IAB node/IAB donor adjusts downlink data rate to mitigate the downlink congestion. 

Option 3-2: Multiple hop DL flow control

As proposed in [3], congested IAB node transmits an explicit congestion indication to IAB donor. Meanwhile, the intermediate IAB nodes between congested IAB node and IAB donor is also provided with the congestion information. The congestion indication could be carried in BAP layer. Considering that IAB donor CU does not support the BAP layer, the congestion indication can only be delivered to donor DU instead of donor CU. They think it is a form of hop-by-hop flow control in which all the IAB nodes between the congested node and the donor are treated as a single hop.

Question 6:  Suppose the DL hop-by-hop flow control is to be supported in IAB network, please select the preferred option.
Option 3-1
Option 3-2
Other option (s) (If this option is selected, please give detailed description ).
None of the DL hop-by-hop flow control enhancement is considered.
	Companies are invited to provide views below for Question 6

	Companies
	Options
	Comments if any

	LG
	a
	We think that one hop DL flow control is enough because DL hop-by-hop flow control is used to handle localized link and DL congestion problem. If DL congestion at the intermediate IAB node is not resolved by one hop DL flow control, this is not the localized link and DL congestion problem and DL end-to-end flow control may be needed to handle this congestion problem.

	QC
	a
	Single hop congestion notification makes sense. Multi-hop propagation of hop-by-hop congestion notification to the donor is not desirable since it also reaches nodes that are not congested. Why should these non-congested nodes know about downstream congestion? What should they do? What is achieved here differently from E2E flow control?

	Intel
	Depends on whether end-to-end flow control is supported
	If end-to-end flow control is supported, ‘d’ is likely to be adequate in practice. 

If end-to-end flow control is not supported, ‘b’ is needed.

	Huawei
	Option 3-1
	No need of the optimization to inform the grandparent IAB node to handle the DL congestion.

	OMESH
	a/ Option 3-1
	

	KDDI
	d
	See comments in Q3.

	KT
	a
	Agree with QC.

	CATT
	
	We tend to think there is a tradeoff between one or multiple hop. If in multiple hop the report reaches Donor then it is effectively E2E. We are open to discuss on the pros and cons of these two options. 

	Samsung
	a
	One-hop flow control should be enough and should easily be realized by introducing something akin to a DL BSR.

	ETRI
	a
	Same view with QC.

	Futurewei
	a
	1-hop DL flow control should be sufficient to address buffer overflow. Multi-hop flow control seems very complicated, and it is not clear that it would provide any advantage compared to 1-hop flow control.

	NEC
	a
	B looks more like an end to end flow control

	AT&T
	a
	It is not clear if there are any benefits of multi-hop flow control co-existing with e2e flow control compared to single-hop flow control co-existing with e2e flow control. Multi-hop introduces additional complications with unclear benefits. 

	ZTE
	a
	For the one hop flow control, the parent IAB node could mitigate the congestion immediately after receiving the feedback from downstream IAB node. It is effective and easy to implement.

	Sequans
	a
	

	Ericsson
	d
	Please see our answer to Q5. In any case, if the majority is in favor of hbh flow control solution, this solution should be optional to implement.

	ITL
	a
	

	Lenovo&MotoM
	a
	One hop is sufficient. If the parent node receiving congestion indication from child node suffers congestion, this node can indicate its parent node using one-hop indication. 

	Nokia
	a
	Hop-by-hop feedback eventually reaches also the Donor DU, thus no multi-hop indication is needed. However, a link-to-source mechanism is needed to tell the Donor CU-UP about congestion in some intermediate node (including the Donor DU).

Option 3-2 fails to deliver feedback where it is needed, i.e. to CU-UP.


Summary for Question 6
Count:

a(Option 3-1: One hop DL flow control): 15
b(Option 3-2: Multiple hop DL flow control): 0
c(Other options): 0
d(None of the DL hop-by-hop flow control options is considered): 3
A majority of the companies (15 of 19) select option a) and think that one-hop flow control is enough to address the short term congestion. The parent IAB node could mitigate the congestion immediately after receiving the feedback from congested IAB node. It is efficient and easy to implement. One company is open to option 3-1) and 3-2). On the other hand, three companies think that there is no need to consider the DL hop-by-hop flow control. Based on the majority view, we may have the following proposal:
Proposal 5: One hop DL flow control is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node. 

=====================================================================================
Suppose the DL hop-by-hop flow control is to be supported, the next question is which information should be carried by flow control feedback. According to TR 38.874 [14], the flow control feedback may include: 1) IAB node buffer load; 2) IAB node ID where the congestion has occurred; 3) potentially other information. IAB node buffer load can be in the form of  desired buffer size and or desired data rate as proposed in [5] [6]. In addition,  downstream IAB node ID or UE ID of congested link is proposed to be carried in flow control feedback information of IAB node in [2] [13]. The purpose is that parent IAB node could only reduce downlink transmission towards these congested downstream IAB node or UE. Furthermore, flow control granularity ID (BH RLC channel ID, UE-bearer-specific ID or LCGID) is suggested to be carried in [5] [6] [7]. 

Question 7:  Suppose DL hop-by-hop flow control is to be supported, which information should be carried by flow control feedback? 
IAB node buffer load

     a-1) downstream buffer size

     a-2) desired buffer size

     a-3) desired data rate

IAB node ID and or UE ID

Flow control granularity ID

c-1) BH RLC channel ID

c-2) UE-bearer-specific ID

c-3) LCGID
Others (If this option is selected, please give detailed description)
	Companies are invited to provide views below for Question 7

	Companies
	Options
	Comments if any

	LG
	b
	We think that UE ID or IAB node ID should be explicitly indicated to the parent IAB node to block only DL bearers or traffics causing downlink data congestion at the intermediate IAB node. 

For option (a), downstream buffer size should be used to trigger one hop DL flow control at the congested IAB node, but not need to be included to a flow control feedback. For example, when the data amount of a DL buffer is greater than the threshold, the contested IAB node transmits a flow control feedback without downstream buffer size to the parent IAB node to request flow control.

For option (c), flow control feedback per BH RLC channel is preferred, but BH RLC channel ID for flow control feedback may not be needed. 

	QC
	a-1,c-1
	Flow control mechansims usually report available buffer size (a-1). Granularity should be BH RLC channel since buffer is allocated per BH RLC channel. There may not be any information about F1-U or bearer available at the intermediate IAB-node.

	Intel
	a-1, c-2
	If one-hop flow control is considered, nothing is needed.

For hop-by-hop flow control between we think the buffer size and UE bearer ID are needed (the UE bearer ID is needed to ensure that only the bearers that are affected are throttled).

	Huawei
	Option a, c-1


	The buffer load information (e.g. desired buffer size or desired data rate) is enough to indicate the congestion of IAB node. 

If per BH link level feedback is agreed, there is no need to include the child node ID since the HbH feedback itself is on the specific BH link between two IAB nodes. If finer flow control granularity is agreed, its granularity ID is needed. See our comments in Q8.

	OMESH
	a-1, c-1 ?
	We need clarification what is meant by desired buffer size or desired data rate. Is it on a per IAB node basis?



	KT
	a-1,c-1
	Agree with QC.

	CATT
	a,c-1
	We agree with Huawei’s comments.

	Samsung
	1st priority: a-1 + c-2;

2nd priority: a-1 + c-1 + destination node ID
	Packets on the same ingress link may be transmitted to different next-hop nodes. If the congestion is caused by the link towards one single next-hop node, there is no reason to slow down the data transmission over other next-hop links. 

The LCG-level reporting may result in unnecessary data transmission slow down if the packets belonging to such LCG are transmitted over different next-hop links. 

Thus, the finer granularity (UE DRB level) can make the congestion control more accurate.

	ETRI
	a-1,c-1
	The downstream buffer size and BH RLC channel ID are enough to support for DL hop-by-hop flow control.

	Futurewei
	Option a

c-1
	At a minimum a-1 should be supported. A-2&3 could also be considered.

IAB node ID seems unnecessary, as the receiving node should know which child sent it the flow control information.

UE ID and UE-bearer-specific ID may not be available at intermediate IAB nodes in the case of N-to-1 bearer mapping (UE-bearer-specific ID is provided in BAP header). This level of granularity also seem to be overkill for flow control.

BH RLC channel ID seems most straight forward, and most useful for the upstream node.

Currently LCGID does not have any specific meaning in the case of the DL

	NEC
	A1, c1
	For a1, we can report the DL buffer size, in order to assist the upstream node to alleviate the downlink transmission.

For b, if this is hop by hop ARQ, the parent node knows which child node report the congestion control message.

For c, RLC backhaul granularity is enough to perform the flow control. The parent node can alleviate the downlink transmission toward the specific RLC backhaul.

	AT&T
	a-1, c-1
	Agree with Qualcomm

	ZTE
	a, c-1 or c-2
	Firstly, the buffer load information should be reported, no matter it is actual buffer size or desired buffer size. Note that in the F1-U DDDS, desired buffer size or desired data rate is reported for the concerned UE bearer. 

For one to one bearer mapping, each UE DRB is mapped onto a separate BH RLC channel. So it is possible for the intermediate IAB node to report the buffer load for each BH RLC channel(equal to one DRB).

For many to one bearer mapping, it is straightforward for the intermediate IAB node to report the buffer load for each BH RLC channel. In addition, if the intermediate IAB node could identify the UE DRBs of each buffered data packet within one BH RLC channel, it is also possible for the intermediate IAB node to report the buffer load information per UE DRB. 

	Sequans
	a1, c2
	

	Ericsson
	d 
	This question is biased, as it anticipates that hbh flow control will be agreed.

As stated earlier, we think that hbh flow control is not needed. However, if the majority of companies is in favor of hbh flow control, we think that the mechanism should be kept simple, where an IAB node reports: 1) the ID of one or more ingress BH RLC channels, and 2) the BAP routing ID of its child nodes behind the congested downstream BH link(s). Referring to the 2nd picture in table Q8, that would mean that IAB node 2 should report to IAB node 1 the BAP routing ID of IAB node 3.

Sending the information from group a) would mean a full-fledged legacy flow control machine at the DU. Since the proponents of hbh flow control claim that the purpose is to mitigate short-term congestion, there is no need for a sophisticated flow control hbh mechanisms.

In any case, if a hbh flow control solution is to be specified, this solution should be optional to implement.

	ITL
	a-1, c-1
	Agree with Qualcomm.

	Lenovo&MotoM
	A1, c1
	Agree with QC.

	Nokia
	a-1 and d
	Buffer status per destination node in addition to BH RLC channel, as discussed in [9].


Summary for Question 7
Count:

a(IAB node buffer load): 4
a-1(downstream buffer size): 12
    a-2(desired buffer size): 0
a-3(desired data rate): 0
b(IAB node ID and or UE ID): 1
c(Flow control granularity): 0
c-1(BH RLC channel ID): 14
c-2(UE-bearer-specific ID): 4
c-3(LCGID): 0
d(Others): 2
A majority of the companies (16 of 18) select option a) or option a-1). They think that IAB node load buffer should be included in the flow control feedback. Among them, 14 companies select option a-1) downstream buffer size to feedback. It should be noted that in NR UP protocol for DL end-to-end flow control, desired buffer size and desired data rate  are included in DDDS for congestion control feedback. For the flow control granularity, a majority of the companies (15 of 18) select option c-1) and or option c-2) and think that flow control granularity should be carried in the flow control feedback. Only one company selects option b) and think that IAB node ID and or UE ID should be carried in flow control feedback. 

On the other hand, two companies select option d). One proposes to include BH RLC channel ID and BAP routing ID in flow control feedback, and the other one propose to carry BH RLC channel and destination node info in flow control feedback. Based on the majority view, we may have the following proposal:
Proposal 6: DL hop-by-hop flow control feedback should include the IAB node buffer load and flow control granularity info. 

====================================================================================
As mentioned before, different flow granularity for flow control feedback was proposed. For one-to-one bearer mapping scenario, each UE DRB is mapped onto a separate BH RLC channel. So it is possible for the intermediate IAB node to report the buffer status to parent IAB node DU for each BH RLC channel (corresponding to one UE DRB). For many to one bearer mapping, at least BH RLC channel level granularity could be considered. Suppose the congested IAB node and parent IAB node could distinguish the UE DRBs of each buffered data packet within one BH RLC channel (e.g. via the UE-bearer-specific ID provided in BAP header), it is also possible to support the UE bearer level flow control feedback. Furthermore, it is proposed in [6] that LCG level granularity could be considered for flow control feedback. Last but not the least, backhaul link level granularity is proposed in [2]. The motivation is that for the same IAB backhaul link, the radio conditions of different radio bearers shall be the same. Therefore, it is unnecessary to distinguish different radio bearers of the same IAB backhaul link or UE access link. 
Question 8:  Suppose DL hop-by-hop flow control is to be supported, which flow control granularity should be considered for flow control feedback in IAB network? 

Per BH RLC channel
Per UE DRB
Per LCG
Per backhaul link
Others (If this option is selected, please give detailed description)
	Companies are invited to provide views below for Question 8

	Companies
	Options
	Comments if any

	LG
	a
	The finest option is per UE DRB, but this option may require the biggest overhead and if UE DRB ID is not carried by BAP header, this option doesn’t work. On the other hand, per RLC-channel option can give sufficient information to figure out congestion information with moderate overhead. For example, the congested IAB node (IAB node 2) has routing and bearer mapping table and can know which destination ID should be forwarded to the congested child link (IAB node 1) and the associated BH RLC channel. In this condition, the IAB node 2 sends to a flow control feedback with destination IDs, which are forwarded to the IAB node 1, to the parent node. Then the IAB node 3 can decrease or block DL traffics for the received destination IDs indicated by the flow control feedback to resolve DL congestion at the IAB node 2.
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In our understanding, larger granularity, e.g., per LCG/backhaul link, may block too much DL traffics when DL congestion occurs.  

	QC
	a
	Scheduling is done per BH RLC channel. Buffers are provided per BH RLC channel. Therefore, flow control should also work per BH RLC channel. For 1:1 bearer mapping, BH RLC channel and UE bearer are the same, so there should be no problem. For N:1 bearer mapping, finer granularity does not make sense since prioritization among packets of one RLC ARQ entity should not be done.

	Intel
	b
	The purpose of flow control is to control individual flows, and that corresponds to UE bearers. Therefore, we think the granularity should be UE DRB.

We also believe that UE DRB ID is needed to be included the BAP header for bearer mapping, independent of flow control considerations.

	Huawei
	Option a or b
	First, we want to clarify that the “flow control granularity options” refer to the parent link of IAB node2 (i.e. the link between node2 and node1). The feedback information is to help IAB node1 to throttle the traffic to the congested link (for example the link between node3 and node2 is congested). If flow control granularity options refer to the child link of IAB node2, how does IAB node1 know which traffic will be routed to the congested link by IAB node2 and correspondingly to throttle, since node1 does not have the routing table of node2?
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Flow control feedback information should reflect the buffer status of different QoS requirement, so that the parent can throttle the traffic differently considering their QoS requirement. With the same reason, legacy DDDS uses the per UE DRB level feedback. 

In that case, per BH RLC channel should be the baseline. Per UE DRB level can also be considered if UE-bearer-specific ID is provided in BAP header.

	OMESH
	A
	Agree with Huawei. And wrt the question on what will parent node do with the buffer load of the child node, especially when the parent node does not have the routing table of child node. I would think to leave this for implementation, i.e., some smart algorithms etc. What should be specified is how often/frequent the child node will share its buffer load per RLC channel to its parents; or we leave it for CU configuration.

B can be an option depending on how the bearer mapping is decided in other discussions.

	KT
	a
	Agree with QC.

	CATT
	a
	Option b requires some kind of UE bear ID available in BAP layer, which complicates the issue a lot. Option c and d seem not quite efficient.

	Samsung
	b
	Please see our comments to previous question.

	ETRI
	a
	Per BH RLC channel is baseline for flow control, since scheduling and buffer management are archieved by it. But more discussion may be needed about Per UE DRB in case where N:1 bearer mapping is considered. 

	Futurewei
	a
	Per BH RLC channel seems appropriate, at least as a baseline

	NEC
	a, b
	A is the baseline to perform flow control, which is in line with our comment in Q7. For b, we think this is the special case for access node. 

	AT&T
	a
	

	ZTE
	a or b
	For one to one bearer mapping, each UE DRB is mapped onto a separate BH RLC channel. So it is possible for the intermediate IAB node to report the buffer load for each BH RLC channel(equal to one DRB).

For many to one bearer mapping, it is straightforward for the intermediate IAB node to report the buffer load for each BH RLC channel. In addition, if the intermediate IAB node could identify the UE DRBs of each buffered data packet within one BH RLC channel, it is also possible for the intermediate IAB node to report the buffer load information per UE DRB. 

	Sequans
	b
	For us this is also link to radio aware scheduling.

Assume an access IAB node with an aggregated BH channel, serving 2 UEs A and B. and connected to donor node.

For BB traffic, radio conditions of A and B eventually translate into different data rate for A and B. The scheduling at donor should reflect that. 

Per UE bearer flow control would achieve that.

	Ericsson
	e) per BH RLC channel, but indicating the BAP routing ID of IAB nodes behind congested downstream BH links
	The hbh flow control should not be supported. However, if supported, an IAB node should report to its parent: 1) the ID of one or more ingress BH RLC channels (between IAB node 1 and 2 in the 2nd figure in this table), and 2) the BAP routing ID of its child nodes behind the congested downstream BH links (BAP routing ID of IAB node 3 in the figure). 

In any case, if a hbh flow control solution is to be specified, this solution should be optional to implement.

	ITL
	a
	Agree with Qualcomm. BH RLC channel can be a baseline for flow control granularity.

	Lenovo&MotoM
	a
	From QoS point of view, the different UE DRBs mapping to the different RLC channels could have the different QoS treatment. Therefore, the granularity of BH RLC channel is appropriate.

	Nokia
	e
	BH RLC channel and Destination node, as discussed in [9].


Summary for Question 8
Count:

a(Per BH RLC channel): 13
b(Per UE DRB): 6
c(Per LCG): 0
d(Per backhaul link): 0
e(Others): 2
A majority of the companies (13 of 18) select option a) and think that congested IAB node may report the flow control feedback to parent IAB node per BH RLC channel. Since buffers are provided per BH RLC channel between congested IAB node and parent IAB node, it is natural to consider the per BH RLC channel based flow control feedback as baseline. In addition, 6 companies suggest the per UE DRB based flow control feedback. The benefit is finer control granularity. However, it requires the congested IAB node to identify the UE DRBs of each buffered data packet within one BH RLC channel. On the other hand, two companies proposes two different options. One is BH RLC channel ID and BAP routing ID, the other one is BH RLC channel and destination node.

In a sum, as suggested by many companies, per BH LRC channel based flow control feedback can be considered as baseline. It is FFS on the necessity of other flow control granularity.
Proposal 7: Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity.

====================================================================================
For DL hop-by-hop flow control, one remaining issue is which layer should perform DL hop-by-hop flow control and flow control feedback. There are mainly two options available, i.e. MAC layer and BAP layer. According to [5] and [6], the MAC layer UL buffer status framework could be leveraged for the DL buffer status reporting for DL hop-by-hop flow control. A MAC CE could be designed to convey the flow control feedback information. On the other hand, some companies [7] [13] think the DL hop-by-hop flow control should be supported in BAP layer. BAP layer control PDU could be designed to carry flow control feedback information. 

Question 9:  Suppose DL hop-by-hop flow control is to be supported, which layer should perform the DL hop-by-hop flow control and flow control feedback? 

MAC layer
BAP layer
Others (If this option is selected, please give detailed description)
	Companies are invited to provide views below for Question 9

	Companies
	Options
	Comments if any

	LG
	b
	If the MAC layer performs DL hop-by-hop flow control, the MAC entity may not sort out data toward the congested IAB node and need to block all downlink traffics from a logical channel because, in N:1 bearer mapping, UE bearers are aggregated to a logical channel and one logical channel contains data toward a normal IAB node and toward the congested IAB node. There may be no way to block only data toward the congested IAB node in MAC layer option. On the other hand, adaptation layer can sort out data toward the congested IAB node and block those data traffic only without impact other normal traffic.

	QC
	b
	It needs to occur above RLC ARQ, i.e. on BAP layer. 

	Intel
	b
	We think this should be done at the BAP layer for a couple of reasons:

The functionality is specific to IAB nodes; would be better to not introduce this into the MAC layer.

The goal is to control flows, and flows are better handled at the BAP layer (the MAC layer multiplexes flows).

	Huawei
	Option b
	The parent node should be able to throttle the traffic to different child nodes and different BH RLC channels. The flow control function should be collocated with the routing and bearer mapping. It is straightforward to transmit the feedback by BAP layer. Besides, the BAP data has higher reliability than MAC CE.

	OMESH
	Option b
	

	KT
	b
	

	CATT
	b
	

	Samsung
	b
	This is aligned with UE DRB level reporting since this information is known and exposed at BAP layer only.

	ETRI
	b
	

	Futurewei
	a or b
	Both options are possible. “b) BAP layer” seems to be the simpler and more logical choice, rather than introducing a new MAC CE which will only be used in the case of IAB

	NEC
	b
	It is nature to perform the flow control by introducing a new BAP message, not to introduce a new MAC CE. 

	AT&T
	b
	

	ZTE
	a
	We think flow control info carried via MAC CE could be directly used by the parent IAB node DU’s scheduler. It can be transmitted immediately without buffering in the BH RLC channel and waiting for scheduling.  

	Sequans
	b
	

	Ericsson
	
	We think that hbh flow control is not necessary, but if such a mechanism is agreed, in addition to other companies’ comments in favor of option b), we should add that the flow control feedback should be carried in the BAP header, since it is expected that SA3 will specify the protection of BAP header (unlike the MAC CE, which is unprotected).

In any case, if the majority is in favor of hbh flow control solution, this solution should be optional to implement.

	ITL
	b
	

	Lenovo&MotoM
	b
	

	Nokia
	b and c
	For informing CU-UP, something beside MAC and BAP is needed. Between entities supporting BAP, BAP seems preferable over MAC since BAP is aware of destination nodes and their identifiers.


Summary for Question 9
Count:

a(MAC layer): 2
b(BAP layer): 16
c(Others): 1
A majority of the companies (16 of 18) select option b) and think that BAP layer is suitable to perform the DL hop-by-hop flow control and flow control feedback. The benefit is that DL flow control can be confined in BAP layer which is specific to IAB node. In addition, BAP layer has better knowledge of buffered data packets and then feedback the congestion information in reliable way. Only two companies suggest to use MAC layer for the DL hop-by-hop flow control feedback.  Based on the majority view, we may have the following proposal:
Proposal 8: BAP layer supports the DL hop-by-hop flow control and flow control feedback function.

====================================================================================
Triggering conditions for DL flow control

It is discussed in [8] [13] that some criteria might be used to determine the occurrence of DL congestion. For example, a predefined egress queuing delay threshold is proposed in [8] to check whether the congestion happens and the subsequent packet should be marked to facilitate the DL end-to-end flow control. Once the DL end-to-end flow control is triggered, the flow control feedback to IAB donor CU can be done at regular intervals. In addition, it is suggested in [13] that if the buffer status exceeds certain threshold, the DL flow control could be triggered. It is also suggested in [2] [11] that we do not specify any criteria and leave it to congested IAB node implementation. 
Question 10:  Suppose DL hop-by-hop flow control is to be supported, which criteria should be considered to trigger DL flow control in IAB network? 

Queuing delay threshold
Buffer size threshold
Up to congested IAB node implementation  
Others (If this option is selected, please give detailed description)
	Companies are invited to provide views below for Question 10

	Companies
	Options
	Comments if any

	LG
	b
	We think that exact information to determine DL congestion level is DL buffer size and DL hop-by-hop flow control should be triggered when DL data congestion occurs, i.e., downstream buffer size should be used to trigger DL hop-by-hop flow control at the congested IAB node. 

	QC
	d
	There should be periodic reporting based on available buffer size.

	Intel
	c
	While reaching a buffer size threshold is a reasonable event for triggering flow control actions, we do not see the value in specifying such thresholds. This can be left to IAB node implementation.

	Huawei
	Option b or 

Option d: polling
	If the feedback information is the buffer status, it is straightforward to use the buffer size as threshold to trigger the feedback.

Another option is to introduce the polling signaling as the RLC layer status report, same as DDDS.

Whether to specific the trigger condition or leave it up to IAB node implementation can be further discussed. From our point of view, if the feedback is formulated as BAP control PDU, it is better to specify when to generate this BAP control PDU.

	OMESH
	B, d, c
	There are two ways 1) event driven, e.g., threshold, 2) polling. We think both shall be supported and perhaps define a set of configurable parameters and leave the configuration to CU implementation.

	KT
	b
	Agree with LG.

	CATT
	
	This can be discussed when the whole framework is clearer.

	Samsung
	c
	Same view as Intel.

	ETRI
	c
	Same view as Intel and Samsung.

	Futurewei
	b and/or d
	Introducing a configurable “buffer size threshold” as a trigger seems reasonable. Other options should also be considered, such as periodic reporting (as suggested by QCM) and based on polling (as suggested by Huawei)

	NEC
	c
	The message of the congestion message is just a message for information to the parent node. It is completely up to the parent node to decide whether to alleviate the downlink transmission, and the bit rate to child node. So it should be up to the contested node to decide when to trigger the congestion control message. 

	AT&T
	c
	Can be up to implementation.

	ZTE
	c
	We think it can be up to IAB node implementation.

	Sequans
	b or d
	Either b on a UE bearer basis,

Or equivalently d like this:

- b on a RLC BH basis

- scheduling relative weight, or absolute cost information on a UE bearer basis (among the UE bearers in the RLC BH).

The relative weight would correspond to e.g. the relative data ratio to be used when feeding the BH RLC bearer.

The absolute cost would correspond to e.g. used resource element/bit for the UE bearer.

	Ericsson
	
	Please note that the proposal from [8] has not been properly described. The description by the Rapporteur says that the packet marking is to be done when congestion occurs. Nevertheless, our proposal is that packet marking is to be done prior to congestion, i.e. when some certain (reasonable, non-congestion) queueing delay threshold is exceeded.

If hbh flow control is to be agreed (which we do not deem necessary), then option c) (= up to implementation) seems most reasonable.

	ITL
	c
	Agree with Intel. Setting a threshold to trigger hop-by-hop flow control can be up to IAB node implementation.

	Lenovo&MotoM
	c
	Agree with Intel

	Nokia
	c
	


Summary for Question 10
Count:

a(Queuing delay threshold): 0
b(Buffer size threshold): 5
c(Up to congested IAB node implementation): 10
d(Others): 5
For the the DL flow control triggering condition, 10 out of 18 companies suggest to leave it up to congested IAB node implementation. 5 companies prefer the buffer size threshold based option. On the other hand, 5 companies suggest other potential triggering conditions, such as periodic reporting, report based on polling, etc. So RAN2 is suggested to further discuss this issue. 

Proposal 9: It is FFS how to trigger the the DL hop-by-hop flow control in IAB network.

====================================================================================
Suppose the DL hop-by-hop flow control is supported, the next question is how to operate two flow control mechanisms properly. For DL end-to-end flow control, the access IAB node can provide a downlink delivery status to the IAB donor. For DL hop-by-hop flow control, the congested IAB node can report the flow control feedback to the parent’s IAB node. As we can see, hop-by-hop flow control is necessary for fast responding to congestion while end-to-end flow control is only possible for access IAB node for overall congestion control. As proposed in [2] [11], the IAB node can determine whether to perform hop-by-hop flow control or end-to-end flow control. On the other hand, it is proposed in [13] that if the buffer status exceeds the certain threshold, the IAB node triggers hop-by-hop flow control first and then, if needed, the IAB node may trigger end-to-end flow control. Moreover, two threshold may be configured. If the buffer status exceeds the first threshold, the IAB node triggers hop-by-hop flow control. Then if the buffer status exceeds the second threshold, the IAB node trigger end-to-end flow control. 
Question 11:  Suppose both DL end-to-end flow control and DL hop-by-hop flow control are supported, how could the two flow control mechanisms be triggered respectively? 

Up to congested IAB node implementation  

Define two buffer size thresholds

Others (If this option is selected, please give detailed description)

	Companies are invited to provide views below for Question 11

	Companies
	Options
	Comments if any

	LG
	b
	Actually it doesn’t matter to use whether one threshold or two thresholds is used. Basic important principle to trigger DL flow control should be based on downstream buffer size with certain threshold because exact information to determine DL congestion level is DL buffer size. 

Another important point is that if downlink congestion occurs, hop-by-hop flow control should be triggered first and then, if needed, end-to-end flow control should be triggered. This is because, considering NR physical with a beam, a temporary link blockage by an obstacle would be the most possible congestion scenario.  

	QC
	c
	Let’s stop here. We should first agree on the principal flow control mechanisms before we dive into this degree of detail.

	Intel
	Should not duplicate functionality
	

	Huawei
	They are independently triggered
	The E2E and HbH flow control are independent mechanism with separate trigger conditions.  One feedback information is only triggered based on its own trigger condition, without considering the others.

	OMESH
	c
	Agree with QC and Huawei

	Samsung
	a
	It is too early to discuss this detail before we figure out the principle of flow control. At this moment, we would consider to be an implementation issue.

	Futurewei
	c
	DL end-to-end flow control is per PDCP flow, and between Access IAB node and CU-UP. Whereas, it seems that hop-by-hop DL flow control would be at MAC or BAP layer, and between IAB child and parent nodes.

Therefore, it seems these two mechanisms are configured and operate independently, and on different layers. There is no need to coordinate the two.

	NEC
	c
	Only one mechanism should be used in one network. It should be decided by the donor gNB which mechanism should be used. 

	AT&T
	c
	No need to decide. The two mechanisms are independent so we may not need any explicitly defined interaction between the two. 

	ZTE
	a
	We think this can be up to IAB node implementation.

	Sequans
	c
	Agree with QC

	Ericsson
	
	We think that this is a complex question. Hbh and e2e flow mechanisms target different problems. The e2e mechanism throttles the traffic at the CU-UP, while it is claimed that hbh targets local short-term problems. However, it is not possible to predict whether a congestion event will be long- or short-term, which leads to the conclusion that hbh mechanism should always be applied first. In that case, if the hbh mechanism fails to solve the problem, and then the e2e mechanism is activated, that means that e2e flow control is applied once the congestion has already occurred, which defeats the purpose of flow control (which is, once again, to ensure that the congestion does not occur in the first place).

	ITL
	c
	Agree with Qualcomm and Huawei.

	Lenovo&MotoM
	a
	Up to network implementation.

	Nokia
	Independent
	


Summary for Question 11
Count:

a(Up to congested IAB node implementation): 3
b(Define two buffer size thresholds): 1
c(Others): 7
For the co-existence scenario of DL end-to-end and hop-by-hop flow control, there are divergent views about how to trigger these two flow control mechanisms. Most companies think that it is too early to discuss these details and we should first focus on the basic principle of flow control at this stage. So no proposal is made from this question.

=====================================================================================
If any company deems there are extra issues related with IAB flow control worth discussing, please feel free to add additional questions. 

	Company
	Additional issues for IAB flow control

	QC
	Flow control signalling should be embedded in the user plane. DL E2E flow control signalling therefore reaches the CU-UP. We should also discuss load reporting to the CU-CP, e.g., to support load balancing and load-based topology adaptation. This is of course beyond the scope of this email discussion.

	Huawei
	Similar understanding as QC, flow control is an UP function and any other feedback to the CU-CP for CP function should be considered as separately issue.

	KDDI
	As we commented above, many aspects of flow control (such as buffer size, memory size) seem to be up to implementation, and we guess proper implementation can address this issue without any specification. So, we are not sure whether we can specify something beneficial.

	Futurewei
	Agree with comments from QCM and Huawei regarding CP congestion reporting and control mechanisms, that should be addressed in addition to flow control.

	Sequans
	As we commented above, flow control in IAB TR was justified to avoid IAB node congestion.

Both during Rel-10 LTE relay design or LTE architecture design (S1-Uu), whether such flow control is needed was analysed and it was concluded it is not needed. Unfortunately, IAB SI concluded the opposite without any analysis.

To tackle congestion issues, we think IAB should first allow TCP congestion control operating and not prevent it as it is the case so far. 

	Ericsson
	The principle of flow control being a user plane function should not be broken and any solution should be based on UP signalling. The main purpose of e2e flow control is to keep the buffers small, rather than to react to congestion, which is the job of congestion control. Consequently, if we are able to keep the buffers small with the help of e2e flow control, the hbh mechanism is not necessary.


Some companies suggest that flow control discussed in this email discussion should focus on user plane design. However, load reporting to the CU-CP should also be considered in IAB WI, e.g., to support load balancing and load-based topology adaptation. In addition, one company emphasizes that end-to-end flow control is to keep the buffer small rather than react to congestion. Furthermore, one company suggests that IAB should allow TCP congestion control operation. Since we didn’t get enough companies view on these issues. No proposal is made here. 
Conclusion
This contribution summaries the email discussion on IAB flow control. Based on companies’ input, the proposals achieved by this email discussion are shown as follows:

Proposal 1: The UL end-to-end flow control is not supported in IAB network. 
Proposal 2: The DL end-to-end flow control enhancement should be considered in IAB network.
Proposal 3: Feedback from intermediate IAB node to IAB donor could be considered for the DL end-to-end flow control enhancement. The detailed design is up to RAN3. 

Proposal 4: The DL hop-by-hop flow control is supported in IAB network. 

Proposal 5: One hop DL flow control is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node. 
Proposal 6: DL hop-by-hop flow control feedback should include the IAB node buffer load and flow control granularity info. 
Proposal 7: Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity.
Proposal 8: BAP layer supports the DL hop-by-hop flow control and flow control feedback function.
Proposal 9: It is FFS how to trigger the the DL hop-by-hop flow control in IAB network.
Reference
RAN2#106 Chairman notes.
R2-1905835 flow control in IAB
CATT

R2-1906353
Flow control mechanism for DL
Intel

R2-1906354
Flow control mechanism for UL
Intel

R2-1906556
Discussion on flow control in IAB
ZTE Corporation, Sanechips

R2-1906696
Overview of flow control solutions
Samsung Electronics GmbH

R2-1906976
Flow control for IAB networks
Huawei, HiSilicon

R2-1906988
Flow Control in IAB 
Ericsson

R2-1907063
Flow control for IAB
Nokia, Nokia Shanghai Bell


R2-1907120
Queue Management vs Flow Control for Congestion Handling
Sequans Communications

R2-1907934
Discussion on the flow control
ITL

R2-1907953
Consideration on uplink data congestion handling LG Electronics Inc.

R2-1907954
Downlink flow control mechanism in IAB
LG Electronics Inc.
TR 38.874.

3GPP


IAB node 3
IAB donor
IAB node2
IAB node 1

UE1


feedback
X



IAB node 3
IAB donor
IAB node2
IAB node 1

UE1


feedback
X



