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Introduction

During RAN2#106 meeting, the following agreements have been achieved on IAB routing:
Agreements:

The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)

Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.

Each BAP routing id has only one entry in the routing table.

The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional. 
In this contribution,  we will have some further discussion on routing in IAB network.  

Discussion

2.1 Design of BAP routing table

According to the agreement in last meeting, routing in IAB network would be implemented by configuring routing tables in the BAP entity of each IAB node. Each entry of the routing table contains at least a BAP route ID and a BH link identifier for the next hop. The BAP routing ID is carried in the BAP header of each packet. When a packet arrives, an IAB node would forward it to a BH link according to the routing table and BAP routing ID in the BAP header. In addition, the routing table can hold other information optionally, e.g. priority level for entries with same BAP address, to support local selection. 
BAP routing ID consists of BAP address and BAP path ID, where BAP address is used to identify a different IAB node and BAP path ID is used to identify a specific path to the same destination IAB node. BAP address could be allocated by donor CU when the IAB node get integrated. 
In the following, we will have more discussion on BAP path ID and BH link identifier. 
2.1.1 Design of BAP path ID
BAP path ID is used to identify different paths to the same destination IAB node. However, the topology of an IAB network could be as simple as a spanning tree. In this case, there’s only one path exist to each IAB node. Hence it is enough to define each path by specifying the destination BAP address in the BAP routing ID, and BAP path ID could be canceled. Therefore, BAP path ID should be an optional field in BAP routing ID. 

Proposal 1: BAP path ID should be an optional field in BAP routing ID. 

In an IAB network, there are many paths from a source node to a destination node. Traffic could be sent to a destination node via different donor DU and intermediate IAB nodes. For example in Fig.1, a downlink path to IAB node B could go through donor DU1, IAB nodes F, E and C in sequence, and another path to IAB node B could go through  donor DU2, IAB nodes G, E and D in sequence. 

Also, a path to the same destination could start from different source node. An intermediate node of a long path could also be a source node of a new path, even though the new path is completely contained in the original long one. For example in Fig.1, path B-C-E-F-DU1 and path C-E-F-DU1 could need to be differentiated and treated as two different paths. 
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Figure-1: An example of IAB network topology
When there are multiple paths to a same destination, BAP path ID could be used to identify a specific path to the same BAP address. There are two options to identify a path by BAP path ID:

Option 1: Using BAP path ID to identify paths between a specific (source, destination) pair
Option 2: Using BAP path ID to identify paths to a same destination BAP address.

In Option 1, BAP path ID is used to identify the different paths between a specific source and a specific destination. In that case, the number of potential paths is not large, and a short BAP path ID could work well. However, the source node need to be included in the routing table.  
In Option 2,  since the paths to a same destination node could have different source node, the design of BAP path ID need  to identify all the potential paths to a same destination node in IAB network. Hence, a much larger size (e.g. several bytes) of BAP path ID is needed if taking account of all kinds of complex DAG topologies. 
With different pros and cons, both options could be considered in the design of BAP path ID. 
Proposal 2: The following two options could be considered in the design of BAP path ID:

Option 1: Using BAP path ID to identify paths between a specific (source, destination) pair
Option 2: Using BAP path ID to identify paths to a same destination BAP address.

2.1.2 Design of BH link identifier

In routing table, BH link identifier is used to indicate the next-hop radio link in a route. In IAB, multiple IAB nodes could get connected to a same parent node (which could be a IAB node or an IAB donor DU) by their MT parts separately. When the parent node have only one cell,  each MT part of those IAB nodes would have a different C-RNTI value. However when the parent node have multiple cells, they may be allocated the same C-RNTI value under different cells.  This is because C-RNTI is a “unique UE identification used as an identifier of the RRC Connection and for scheduling” according to TS38.300, and C-RNTI is unique in a cell. Hence C-RNTI alone cannot be used to identify a downlink backhaul link from a same parent node. A downlink backhaul link could be identified by Cell ID and C-RNTI jointly. Therefore, Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL. 

Proposal 3: Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL
In UL, MT part of IAB node could connect to more than one parent node. These parent IAB node may also allocate same C-RNTI to MT part of IAB node. So it is not feasible to use C-RNTI as BH link identifier in UL. Hence Cell ID of these connected parent IAB node should be different and could be used as the UL BH link identifier. 
Proposal 4: Cell ID could be used as the BH link identifier in UL.  

2.2 Routing table configuration
Because donor CU has the full knowledge of the entire IAB network, routing should be configured by donor CU. Since only F1AP signaling could be exchanged between donor DU and CU, the routing could be configured by F1AP signaling. 

On the other hand, when a new IAB node is integrated, TNL association (SCTP association) needs to be established first based on the TNL address information of donor CU obtained from OAM configuration. TNL association related messages can be regarded as a special type of F1AP messages, and be transferred over a BH path. Hence, before TNL association, a BH path between the new IAB node and donor DU has to be set up by configuring the corresponding routing entry at the new IAB node and each intermediate IAB node along the data forwarding path. Once the TNL association has been established, the F1 setup procedure can be initiated. However, the configuration of that initial BH path happens before the F1 setup and F1AP signaling could not be delivered at that time. To overcome the problem, the initial BH path of a newly integrated IAB node could be configured by RRC signaling. 
In RAN3#104, it was agreed that after DU has been set up, F1AP is used to configure BAP layer of the DU of an IAB node (regardless of whether IAB includes one or two BAP entities) and F1AP signaling is used to configure DL forwarding. In the case of one BAP entity, F1AP signaling could also be used for UL routing configuration. 

Therefore,  both DL and UL routing table could be configured via F1AP signaling in the IAB nodes or donor DU after its DU has been set up. For the newly integrated IAB node, routing table could be configured via RRC signaling. 
Proposal 5: Both DL and UL routing table could be configured by F1AP signaling in the IAB nodes or donor DU after its DU has been set up.  

Proposal 6:  For the new integrated IAB node, routing configuration by RRC signaling should be support.  

2.3 Load balance by routing

When multiple paths exist between an IAB node and destination node, different route selection could lead to different load distribution in the IAB network. Since the donor CU has the load information of each IAB node, it could select a suitable path for the incoming traffic in load-balanced way. Hence, load balance could be realized by careful route configuration for the traffic at donor CU taking into account the load of each IAB node. 
Proposal 7: Load balance could be realized by careful route configuration at donor CU according to the load of each IAB node. 
When a donor CU find one of its serving UE or MT is requesting to set up a new DRB, it would select a best BH route for it based on the load information of each IAB node in the topology and the load balance principle. Then, donor CU could perform route configuration for that new DRB. In UL, donor CU could configure a UL route for the new DRB at the BAP entity of the access IAB node. While in DL, donor CU could configure a DL route for the new DRB at the BAP entity of the donor DU. Consequently, the BAP entity at access IAB node is configured to choose different route for UL DRBs, and the BAP entity at donor DU is configured to choose different route for DL DRBs. 
Proposal 8: The BAP entity at access IAB node is configured to choose different route for UL DRBs, and the BAP entity at donor DU is configured to choose different route for DL DRBs. 
To our understanding, donor CU could configure routes for different kind of traffic granularities. For example,  traffic of different DRBs could be configured with different routes. The following figures provides a example where different DRBs would be backhauled by different paths. In Fig.2, UE A has two DRBs, DRB1 and DRB2. And there are two paths (Path 1 in blue and Path 2 in green) exist between the access IAB node E and donor CU. At the access IAB node E, DRB1 could be backhauled by Path 1, and DRB 2 could be backhauled by Path 2. In this case, traffic could be backhauled in the most balanced method. Besides the DRB granularity, traffic could be routed in some other granularity, such as per UE, or per access IAB node. That is, donor CU could configure routes for traffic from different UEs, or  configure routes for traffic from different access IAB node. It is proposed to consider all kinds of granularities in the routing configuration for load balance. 
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Figure-2: BH routes for different DRBs
Proposal 9: It is proposed to consider all kinds of granularities in the routing configuration for load balance, such as per DRB, per UE, or per access IAB node. 
On the other hand, because IAB node does not have the load information of all the other IAB nodes, it is not suitable to support local selection for load balance in general case. For example in Fig.2, IAB node E could distribute traffic to Path 1 in its local selection without the knowledge that the Path 1 is busy at the hop from the intermediate IAB node F to donor DU1. This would lead to a worse situation in terms of load balance. Hence, load selection should not be performed for load balance in general case except RLF. 
Proposal 10:  No local selection for load balance in general case except RLF. 
However when RLF happens, BH traffic at the RLF link would have to be transferred to some other BH link. Taking into account that the traffic load in the RLF BH link consists of a large number of UEs’ traffic, switching them all to a single BH link could cause congestion at that BH link. To avoid such kind of congestion, the switched traffic load could be distributed into several BH links according to the configured secondary routes. That is,  one or more secondary routes could be configured in advance for each primary route, and traffic could be transferred to the secondary routes once RLF happens at the primary one. 

Note that a new route ID would be used for the desired secondary route. To implement the route switching, the new incoming traffic would be configured to fill that new route ID at either access IAB node (for UL traffic) or donor DU (for DL traffic). For the existing traffic in the primary route, the route ID in the BAP header of each packet could be updated by that new route ID. 
In the case that several secondary routes are configured for a primary one, an IAB node could have some local route selection for the traffic forwarding when RLF happens at one of its BH link. For example, when traffic load at the RLF link is light, one of the configured secondary routes could be selected to deliver the affected traffic, e.g. based on channel quality of the next-hop BH link in each secondary route. While when the traffic load at the RLF link is heavy, it is better to switch the traffic to multiple configured secondary routes in order to minimize the potential congestion caused by that traffic switching.  
Proposal 11:When RLF happens, local selection could be performed to select one or more secondary routes for the affected traffics in order to minimize the potential congestion caused by that traffic switching. 
 Conclusion

In this contribution, we discussed the routing design in multi-hop IAB network. And we have the following proposals:

Proposal 1: BAP path ID should be an optional field in BAP routing ID. 

Proposal 2: The following two options could be considered in the design of BAP path ID:

Option 1: Using BAP path ID to identify paths between a specific (source, destination) pair
Option 2: Using BAP path ID to identify paths to a same destination BAP address.

Proposal 3: Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL
Proposal 4: Cell ID could be used as the BH link identifier in UL.  

Proposal 5: Both DL and UL routing table could be configured by F1AP signaling in the IAB nodes or donor DU after its DU has been set up.  

Proposal 6:  For the new integrated IAB node, routing configuration by RRC signaling should be support.  

Proposal 7: Load balance could be realized by careful route configuration at donor CU according to the load of each IAB node. 

Proposal 8: The BAP entity at access IAB node is configured to choose different route for UL DRBs, and the BAP entity at donor DU is configured to choose different route for DL DRBs. 
Proposal 9: It is proposed to consider all kinds of granularities in the routing configuration for load balance, such as per DRB, per UE, or per access IAB node. 
Proposal 10:  No local selection for load balance in general case except RLF. 
Proposal 11:When RLF happens, local selection could be performed to select one or more secondary routes for the affected traffics in order to minimize the potential congestion caused by that traffic switching. 
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