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Introduction
A work item on NR Industrial IoT was agreed in [1], with NR intra-UE prioritization as one of the main objectives:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

The main conclusions for data-only intra-UE prioritization solutions from the study item report [2] were as follows: 
· UE prioritization of a grant when there is at most one dynamic grant in the set of conflicting grants (scenario 2 and configured/configured grant collisions) shall be addressed. MAC specifies currently the UE prioritization of such cases, and modifications to MAC would be required.
· For cases when MAC prioritizes a grant, MAC prioritizes the grant on which data of the highest priority can be transmitted according to LCP restrictions and priority configured for each logical channel.
This contribution addresses support for NR I-IoT UE capable of multiple services of different QoS requirements, with focus on data-only intra-UE prioritization.
Discussion
I-IoT devices support mixed traffic types of varying latency and reliability requirements, possibly concurrently for a given UE. A UE may have multiple uplink grants available for transmission of data, possibly each for traffic with different priority levels, which transmissions could overlap in the time domain.
Prioritization between overlapping PUSCHs resources
[bookmark: _GoBack]Various options for intra-UE prioritization are discussed in [3], with some involving prioritization in the MAC layer to others involving no prioritization in MAC.  For options involving prioritization at MAC, there could be cases where the UE may not generate a PDU for each grant in the set of overlapping resources. To evaluate the impact of whether MAC should always generate a PDU for each grant in the overlapping set of PUSCHs or not, the following aspects can be considered:
	MAC behaviour
	Drawbacks

	MAC does not always generate a PDU for each overlapping grant

	· Requires processing a priority for each overlapping grant in UE MAC, thus leaving less time for PHY to process UCI multiplexing on PUSCH. 
· MAC is not aware of UCI conflicts with PUSCH.

	MAC always generates a PDU for each overlapping grant
	· Deprioritized PDU likely dropped in PHY, thus incurring at least a HARQ retransmission latency.
· Increases the number of retransmissions from a system level, thus reduces the cell’s spectral efficiency and increases the PDCCH load.
· Deprioritized PDU may incur considerable latency if RLC retransmission is used for recovery, which may happen if the gNB is not aware of PDU dropping, e.g. when PDU was intended for transmission on a CG.
· May result in data loss for the deprioritized PDU;
· May delay delivery of timely MAC CEs on the deprioritized PDU that would have been used by the scheduler and cancelled due to the inclusion.



Considering the impact on a system-level, a first decision step is to confirm that MAC does not always generate a PDU for each grant when it determines an overlap between multiple PUSCH resources. MAC is therefore involved in the prioritization process for overlapping PUSCHs involving at least one CG, which would be in line with the work item objective. 
Proposal 1: 	MAC does not always generate a PDU for each grant, when it determines an overlap between multiple PUSCH resources.
From the discussion in [3], there also seems to be common understanding that there should not be a processing time requirement for prioritization in MAC, i.e. to determine whether MAC should select a grant and generate a single PDU for the prioritized PUSCH or process multiple grants. Due to lack of a processing time requirement, the prioritization behaviour in MAC can be described for two cases, depending on whether a PDU for the deprioritized resource has been generated or not. This can be summarized in the following proposals:
Proposal 2: 	If a PDU for the deprioritized resource has not been generated, MAC generates a single PDU for the prioritized resource upon determining a resource overlap.
Proposal 3: 	If a PDU for the deprioritized resource has been generated, MAC generates a PDU for each resource upon determining a resource overlap.
Priority level indication
NR supports transmissions with different numerologies and/or PUSCH durations for the same UE. While there is a relationship between the HARQ timeline and the QoS provided by the scheduler, how such is provided is also impacted by other elements such as selected transmission parameters (MCS, PRB allocation, etc.), link adaptation, cell load and multiplexing of transmissions between UEs. There is no necessary restriction or direct correspondence between the QoS associated with a DRB and a specific PUSCH duration, numerology, and/or grant type.
When considering reliability of a transmission, current LCP restrictions lack the ability to restrict data from a certain service where a reliability level is required, provided PUSCH duration is not correlated with a reliability level. Further, virtually assigning a numerology to a reliability level may be restrictive to the scheduler, especially when different services of different reliabilities are to be supported without requiring the UE to switch BWPs. A scheduler implementation could also benefit from scheduling lower priority traffic using shorter TTIs. For example, this may be used to shorten the slow start phase for small TCP transfers, or simply to maximize resource allocation in a cell configured with bandwidth parts of different numerologies. It may thus be challenging to network and scheduling implementations to optimize physical resource usage when supporting all NR service types concurrently on a given carrier.
Consequently, it is beneficial if RRC could configure each LCH with one or more priority levels for the purpose of scheduling, which can be then considered for the purpose of prioritization between grants. Further, the gNB may dynamically indicate a priority level for a dynamic grant and configure (e.g. by RRC signaling) a priority level for each configured grant.
Proposal 4: 	RRC supports configuring a LCH with one or more priority level values.
Proposal 5: 	RRC supports configuring a priority level per configured grant.
From the perspective of the network, each priority level could correspond to a scheduling strategy associated to the transmission of a transport block. A priority level may also be indicated for an UL grant on which a TB is retransmitted, which can be indicated in cases such grant conflicts with another grant. 
From the UE MAC’s perspective, for a new transmission, MAC would use the priority level indicated by the gNB for a given UL grant to determine which LCH(s) to consider when constructing the transport block using. The mapping procedure would then be performed by the UE without any knowledge of the underlying physical layer characteristics or actual scheduling strategy from the gNB. 
Proposal 6: 	The MAC entity multiplexes data only from LCH(s) configured with the priority level value matching the value associated with the UL grant.
Given it is within the scope of RAN1 to determine how the UE receives the priority level indication for a dynamic grant for a new transmission. RAN2 may send an LS to RAN1. For example, a priority level can be explicitly signaled or encoded in a DCI signaling. Alternatively, the priority level of a dynamic grant can be inferred based on the type of MCS table signaled (e.g. for selection between a set of two values), which can be based on receiving a DCI scrambled by the MCS-C-RNTI or receiving a specific DCI format on a specific UE-specific search space.
Proposal 7: 	Send an LS to RAN1, asking RAN1 to determine how to support indicating a priority level for a dynamically scheduled UL grant, e.g. based on DCI content.
Handling of deprioritized PDU in MAC
Depending on the outcome of intra-UE prioritization, MAC may drop an already built MAC PDU, e.g. when the another overlapping PUSCH or SR is prioritized over the grant intended for the PDU. Further, a MAC PDU may have already been generated and delivered to PHY before MAC determines that the PUSCH for the MAC PDU is de-prioritized. It was agreed in RAN2#106 that the UE should store the de-prioritized MAC PDU in the HARQ buffer, to allow gNB to schedule re-transmission using the same HARQ process. It’s FFS whether the UE could transmit the deprioritized PDU intended for transmission on a CG using the subsequent CG radio resources e.g. associated with the same HARQ process.
The network may not know that the deprioritized PDU was dropped due to intra-UE prioritization, e.g. when the PDU is generated for a CG resource. Hence, the UE should be allowed to autonomously (re)-transmit the deprioritized PDU. From a behavioural perspective, a dropped PDU for which the transmission has not started is no different than a PDU dropped due LBT failure in NR-U. In NR-U, a PDU dropped due to LBT failure that was intended for transmission on a configured grant can be transmitted on the next configured grant occasion. The same UE behaviour should apply for a PDU dropped due to intra-UE prioritization.
Observation 1:	From a behavioral perspective, a PDU dropped due to intra-UE prioritization for which the transmission has not started is no different than a PDU dropped due LBT failure in NR-U.
Whether the UE is obligated to use the same HARQ process or a different one to deliver the deprioritized PDU depends on whether the transmission has started or not for the deprioritized PDU. The transmission of the deprioritized PDU can be on a different HARQ process ID if the transmission was never started (the CG timer wasn’t started for the HARQ process initially chosen). Otherwise, the retransmission of the deprioritized PDU can only occur using the previously used HARQ process ID, as the initial transmission of the deprioritized TB was started then preempted (the CG timer is running for that case).
Proposal 8: 	A MAC PDU dropped due to intra-UE prioritization that was intended for transmission on a configured grant can be transmitted on a subsequent configured grant occasion using the same or a different HARQ process ID, if the transmission of the PDU has not started (the CG timer wasn’t started for the HARQ process).
Proposal 9: 	A MAC PDU dropped due to intra-UE prioritization that was transmitted on a configured grant can be retransmitted on a subsequent configured grant occasion applicable to the same HARQ process ID, if the transmission of the PDU has started (the CG timer was started for the HARQ process).
Another impact of dropped PDUs is possible delay of reporting buffer status or power headroom for time-sensitive traffic. Given BSR and PHR MAC CEs are cancelled upon inclusion in the MAC PDU, these MAC CEs are not automatically regenerated on another available grant. Given importance of such reports to scheduling TSC traffic, the UE should be able to regenerate such MAC CEs on another upcoming available grant or the prioritized grant. 
Proposal 10: 	MAC regenerates BSR and PHR MAC CEs included in a PDU dropped due to intra-UE prioritization on the prioritized transmission. 
[bookmark: _Ref524080280]Summary and Proposals
This contribution addresses enhancements for an NR I-IoT UE supporting multiple services of different QoS requirements, with focus on data-only intra-UE prioritization. RAN2 should discuss the above and agree to the following proposals:
Proposal 1: 	MAC does not always generate a PDU for each grant, when it determines an overlap between multiple PUSCH resources.
Proposal 2: 	If a PDU for the deprioritized resource has not been generated, MAC generates a single PDU for the prioritized resource upon determining a resource overlap.
Proposal 3: 	If a PDU for the deprioritized resource has been generated, MAC generates a PDU for each resource upon determining a resource overlap.
Proposal 4: 	RRC supports configuring a LCH with one or more priority level values.
Proposal 5: 	RRC supports configuring a priority level per configured grant.
Proposal 6: 	The MAC entity multiplexes data only from LCH(s) configured with the priority level value matching the value associated with the UL grant.
Proposal 7: 	Send an LS to RAN1, asking RAN1 to determine how to support indicating a priority level for a dynamically scheduled UL grant, e.g. based on DCI content.
Observation 1:	From a behavioral perspective, a PDU dropped due to intra-UE prioritization for which the transmission has not started is no different than a PDU dropped due LBT failure in NR-U.
Proposal 8: 	A MAC PDU dropped due to intra-UE prioritization that was intended for transmission on a configured grant can be transmitted on a subsequent configured grant occasion using the same or a different HARQ process ID, if the transmission of the PDU has not started (the CG timer wasn’t started for the HARQ process).
Proposal 9: 	A MAC PDU dropped due to intra-UE prioritization that was transmitted on a configured grant can be retransmitted on a subsequent configured grant occasion applicable to the same HARQ process ID, if the transmission of the PDU has started (the CG timer was started for the HARQ process).
Proposal 10: 	MAC regenerates BSR and PHR MAC CEs included in a PDU dropped due to intra-UE prioritization on the prioritized transmission. 
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