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Introduction  
One outstanding aspect which has not been resolved and relegated to the WI stage is the need for congestion control for NR SL. There has been no discussion on this critical issue in the last couple of meetings in order to ensure seamless NR V2X operation over sidelink. So, in this contribution, we analyze the need for such functionality and present our view.
Discussion
While operation in mode 1 is strictly in the control of the gNB, for mode 2, in order to ensure the above QoS requirement, there is indeed a need to develop some mechanism for congestion control whereby all V2X transmission over shared sidelink resources take into account the channel load status. Note that in LTE, such a congestion control mechanism takes into account the packet priority (PPPP) and the channel busy ratio (CBR) to control the TX parameters such as TX power at each UE. This ensures that the NW can still mediate transmission of V2X packets based on their “priority”. For NR V2X, at this stage, we can identify at least three mechanisms that can be considered to perform such congestion control:
1) Per service congestion control, in which the NW can configure a mapping between specific V2X services and carrier frequencies such that the UE is barred from performing any V2X transmissions for that service if it is not allowed according to such mapping. This mapping can be accomplished by NW configuration or pre-configuration. Note that this type of congestion control per service does not take into account the dynamic channel conditions over sidelink.
2) Per packet congestion control, whereby the UE is also configured with a congestion metric-QoS criteria (e.g. CBR-PQI) mapped to TX parameter configuration by the network. If V2X transmission is permitted and the UE has sidelink measurements for channel conditions to determine the channel load status (e.g. CBR), this information is (optionally) used together with the QoS information for each packet passed down to the AS layer to determine (for each packet) whether it can be transmitted or not. This is quite similar to LTE based congestion control mechanism over sidelink, except the QoS information has to be different from LTE’s PPPP.
3) Per packet per service congestion control, which combines the aspects from the above discussion, i.e. considering both the V2X service and the QoS of the V2X packet alongside the channel load status. In this case, when a V2X service is initiated, the UE can utilize the current load status of the channel to determine whether the V2X service is initiated at all. This can be accomplished by the NW configuring mapping between V2X services and channel load (CBR) (in addition to the mapping between V2X services and sidelink frequencies as in (1)). As a consequence, even if a V2X service might be allowed transmission over a V2X frequency, it may not be allowed to generate and submit packets to the AS layer for transmission if the channel load is too high. If a high-priority service is allowed transmission based on the above criteria, the per-packet congestion control mechanism is further applied for packets of that service to ensure that only essential packets are transmitted over the sidelink interface

Pertaining to the options above, a couple of questions need to be addressed. Firstly, what does the admission/congestion control mechanism look like? In the last few meetings, the need of a mechanism was proposed whereby depending on channel congestion and load status, certain V2X services considered as low priority would not be permitted by the network to establish QoS flows and mapped to SLRBs for subsequent transmissions [2]. Note that this seems to correspond to option 3 above, i.e. per V2X service congestion control, in addition to per packet congestion control. The motivation behind the having such a scheme in place is to not allow low priority services to transmit any V2X packets when channel load is high. 
In our view, while it is true that in Uu, the unified access control mechanism is in place to handle whether a service can be granted access based on the radio congestion status, the situation in SL is different. It is expected that NR SL will support some congestion control mechanism based on channel congestion and the priority/PQI for each V2X packet. Thus, for each packet, the AS layer will determine whether the packet shall be transmitted based on some criterion configured by the network. This allows for a sufficiently granular per-packet congestion control which can allow or prevent injection of further packets in an already congested channel depending on the priority of the transmission.

Observation 1:	The introduction of a congestion control mechanism based on per-packet PQI for NR SL can allow for robust control over SL transmissions based on channel load conditions.

Therefore, the need for an additional mechanism to differentiate between different V2X services in terms of their priority does not seem clear. In fact it is not clear how we can characterize V2X services as having low priority. At least for advanced and remote driving use cases, we expect a mix of high and low priority V2X messages being transmitted. So, pigeonholing such services into broad categories does not seem desirable unless NW specifies a highly granular criteria for each service. In that case, it is quite similar to the per-packet congestion control mechanism foreseen to be defined for NR SL anyway. On the other hand, for some V2X service that is always deemed as low priority, the corresponding V2X packets would anyway be tagged with low priority and will likely not allowed to be transmitted in a congested scenario. Finally, the consideration of V2X service as well as packet/LCH priority in congestion control implies that the latter does not give the complete picture about a packet’s QoS requirement and that two packets with the exact same QoS profile (including the same LCH priority) but belonging to different services somehow warrant different treatment, which does not seem desirable. Either way, it is clear that there is no additional need to define an access control mechanism that bars V2X services for even being initiated and mapped to a QoS flow/SLRB.

Proposal 1:	RAN2 to discuss and confirm that per packet congestion control (as defined above) is considered baseline for NR sidelink V2X operation.

Proposal 2:	There is no need for any additional per packet per service congestion control mechanism to be defined for NR SL.

The other question from the above discussion is how the per packet congestion control modelling works, i.e. what parameter is it based on (now that PPPP is no longer the all-encompassing QoS metric as in LTE)? Looking at the email discussion on UL/SL prioritization for RAN2#106 [], it can been seen that since in NR V2X, the logical channel priority is (pre-)configured by the network, unlike that determined by the UE itself as in LTE. Therefore, it makes sense to utilize it for the purpose of congestion control modelling as well, since the network is expected to take into account the corresponding QoS flow for a given traffic/service to configure the SL LCH priority for the UE. Based on the CBR-priority criteria configured by the network ant the priority of the SL LCH which generates V2X traffic, the UE can determine the TX parameters for transmission. Hence, we propose to use the SL LCH priority (instead of PPPP) for the purpose of per packet congestion control.

Proposal 3:	Sidelink logical channel priority is utilized (instead of PPPP as in LTE) for the purpose of per packet congestion control.

Additionally, in case of unicast, it was proposed previously that the RX UE should be involved in this congestion control procedure as well, in terms of determining whether a given service can meet the QoS requirements over this unicast link. Before discussing this issue, we think it is worthwhile to distinguish this aspect from the discussion above and clearly define what congestion control really means when it comes to NR V2X SL operation. The latter aspect has to do specifically with unicast connection establishment over sidelink and the QoS parameter negotiation between the UEs prior to connection set up. It is not clear to us whether this can really be considered as congestion control. Of course, this exchange between the UEs regarding the expected QoS for transmission over the unicast link has been discussed and agreed by SA2 as a potential solution in [3] and is expected to be handled during the connection setup stage by upper layer signalling. This determines if the upper layer subsequently decide to follow through with establishing the connection (and indicating to the AS layer to exchange relevant information on SLRB configuration and UE capability). However, we do not think this is really the same as congestion control, at least from the context of AS layer operation. Of course, as long as the context and behaviour is clear and commonly understood by all companies, we can further discuss whether to really call it “congestion control” or something else.

Observation 2:	The negotiation of QoS information between peer UEs for SL unicast connection establishment has already been agreed by SA2 and is performed by upper layer signalling (i.e. without direct AS layer involvement).

Proposal 4:	RAN2 does not need to consider any additional QoS parameter exchange in the context of congestion control at the AS layer (other than what upper layer signalling is expected to perform during link establishment) in the case of SL unicast.


Conclusion
[bookmark: _Ref458739888]This contribution goes over different aspects of congestion control over NR sidelink for V2X operation and makes the following observations and proposals:

Observation 1:	The introduction of a congestion control mechanism based on per-packet PQI for NR SL can allow for robust control over SL transmissions based on channel load conditions.
Proposal 1:	RAN2 to discuss and confirm that per packet congestion control (as defined above) is considered baseline for NR sidelink V2X operation.

Proposal 2:	There is no need for any additional per packet per service congestion control mechanism to be defined for NR SL.

Proposal 3:	Sidelink logical channel priority is utilized (instead of PPPP as in LTE) for the purpose of per packet congestion control.

Observation 2:	The negotiation of QoS information between peer UEs for SL unicast connection establishment has already been agreed by SA2 and is performed by upper layer signalling (i.e. without direct AS layer involvement).

Proposal 4:	RAN2 does not need to consider any additional QoS parameter exchange in the context of congestion control at the AS layer (other than what upper layer signalling is expected to perform during link establishment) in the case of SL unicast.
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