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Introduction
[bookmark: _Toc524946176]As discussed in the work item description ‎[1], intra-UE conflicts between grants should be handled.

	2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].



One of the conflict cases is that there is already configured grant with data ready to be sent on it, then the UE receives another grant to send its newly arrived data on it. In this paper, we address the case where the multiplexing rules in MAC decides that the later grant must be prioritized over the existing one, for which it has already assembled a MAC PDU and sent it to PHY. We specifically address the UE handling such prioritization operation if the de-prioritized grant is a configured grant. In this paper, we base our thinking on the RAN2-106 meeting agreements, i.e.,
· For de-prioritized PUSCH on dynamic grant, the UE should store the de-prioritized MAC PDU in the HARQ buffer, to allow gNB to schedule re-transmission using the same HARQ process. 
· For de-prioritized PUSCH on configured grants, a) the UE could store the de-prioritized MAC PDU in the HARQ buffer, to allow gNB to schedule re-transmission. b) FFS if the UE could transmit it using the subsequent radio resources e.g. associated with the same HARQ process
· The above agreements are at least applicable for cases when MAC has already generated the de-prioritized MAC PDU 

This paper comes as a part of several discussions about overlapping grant’s handling. In ‎[2], we discuss the high-level proposals for grant prioritization. We address the need for reliability indicator for prioritization between grants in ‎[3]. In addition, this is relevant to the SR versus PUSCH prioritization in which SR pre-empts a PUSC transmission [4]. In the below, we build on those concepts and discuss further related issues of the MAC handling.
Discussion
One of the suggested issues to be considered in intra-UE prioritization is how to handle the de-prioritized MAC PDU. If the de-prioritized MAC PDU is on the dynamic grant, and gNB is aware of such a de-prioritization and in this case gNB can always transmit a retransmission UL grant for the de-prioritized MAC PDU.  
In the case for configured grant transmission in general, UE’s MAC assumes a correct reception by gNB, if it did not receive a DCI for a retransmission dynamic grant from gNB, within the ConfiguredGrantTimer period, as highlighted below in TS 38.321. 
	For each Serving Cell and each configured uplink grant, if configured and activated, the MAC entity shall:
1>	if the PUSCH duration of the configured uplink grant does not overlap with the PUSCH duration of an uplink grant received on the PDCCH or in a Random Access Response for this Serving Cell:
2>	set the HARQ Process ID to the HARQ Process ID associated with this PUSCH duration;
2>	if the configuredGrantTimer for the corresponding HARQ process is not running:
3>	consider the NDI bit for the corresponding HARQ process to have been toggled;


The issue is that gNB would not know for sure if the UE dropped the transmission or if the UE simply didn’t have data to transmit on the configured grant resource. This is because in the pre-emption case, gNB might not be aware of a transmission on the configured grant if the transmission of the configured grant is completely cancelled at the PHY layer. 

However, gNB is aware of the overlapping occasion since it has scheduled a colliding dynamic grant. The gNB could provide a dynamic retransmission grant so that the UE retransmits the de-prioritized configured grant transmission. Hence, no data will be lost. 
This is shown in the figure below. The UE has a (blue) configured grant process. The UE receives a (green) dynamic grant which collides with the configured grant. The gNB however knows this collision and provides a dynamically scheduled retransmission grant for the dropped configured grant transmission. In other words, no data is lost since gNB can schedule retransmission.
[image: ]
[bookmark: _Toc16614309][bookmark: _Toc16669126][bookmark: _Toc16686931][bookmark: _Toc16786105][bookmark: _Toc16786130][bookmark: _Toc16786140][bookmark: _Toc16786268][bookmark: _Toc16786291]In case of a scheduled (high priority) dynamic grant that collides with a (low priority) configured grant, the gNB can always send a dynamic grant for the (potentially) dropped configured grant transmission.
Unfortunately, as explained, the gNB would not be able to clearly differentiate between two cases: 1) the UE attempted but skipped the transmission or 2) the UE simply didn’t have any data to transmit on the configured grant resources. If UE didn’t attempt a transmission on the configured grant, there could be some resource waste. However, the gNB could make an educated guess of whether the UE performed a transmission or not. For example, if the configured grant was a long PUSCH transmission (longer than the dynamic transmission), the gNB may have detected part of the transmission, e.g. sensed some energy being transmitted from the UE outside the dynamic grant boundary but within the configured grant boundary. 
One way to even make sure that no resources are wasted, is that the gNB schedules the (blue) retransmission to happen at the subsequent CG-transmission opportunity, see below figure for illustration.
[image: ]
[bookmark: _Toc16614310][bookmark: _Toc16669127][bookmark: _Toc16686932][bookmark: _Toc16786106][bookmark: _Toc16786131][bookmark: _Toc16786141][bookmark: _Toc16786269][bookmark: _Toc16786292]The gNB can avoid resource waste in cases dynamic grants collides with configured grants.

One may argue that the above approach introduces some delay since the gNB would wait to schedule the retransmission. But it is a classic balance between resource efficiency and delay and there is no free lunch, unless we introduce additional optimizations, such as those described below. 
Note though that the delay will be added for the low priority data, but that data is (as the name suggests) low priority and hence we think the introduced delay is acceptable. On another issue, if gNB wants to save resources rather than having short delay, as illustrated in the second picture, it may appear that all the subsequent CG-transmissions will be delayed one CG-period, but gNB can schedule the data which was supposed to be transmitted on the second transmission using a dynamic grant if it sees that the UE did the retransmission. Hence, it is only the CG-transmission which actually collides which will be delayed.
Based on this we propose:
[bookmark: _Toc16614313][bookmark: _Toc16669124][bookmark: _Toc16686929][bookmark: _Toc16786154][bookmark: _Toc16786288]No optimizations are needed to address collisions leading to de-prioritized MAC PDU on configured grants.

Candidate optimizations
The first solution depends on the fact that MAC knows about the de-prioritized MAC PDU. Hence, it could trigger an RLC retransmission notification. Based on this local RLC notification, the RLC will send the SDUs that have been de-prioritized again to MAC. The newly passed MAC SDU will go through LCP multiplexing procedures. However, this solution requires MAC to handle the mapping of RLC sequence number and segments of MAC SDUs/PDUs, so a bit of complexity might be needed.

There are several other candidate optimisations for the above scenario that require spec changes:
1. Autonomous UE re-transmission on the next available CG occasion
2. UE sends indicator to gNB about de-prioritized data.
In the first solution, a UE might consider allocating the de-prioritized MAC PDU with HARQ PID x, on the next CG occasion that is associated with the same HARQ PID x or the immediate next CG occasion which might have a different HARQ PID. However, these create unpredictability on UE behaviour and put burdens on gNB scheduling. For example, the CG might be tailored to a specific service with a certain periodicity, and autonomous retransmission will block the transmission of the new upcoming data and introduce long transmission delays. Moreover, the de-prioritized data is mostly of low priority, and it might be possible that the next occasion CG is also pre-empted due to other higher priority LCH’s data. Also, note that NR’s MAC concept does not have autonomous retransmissions, except for some discussions in NR-U. Retransmissions are scheduled, and gNB can do that in this case also.  
[bookmark: _Toc16079462][bookmark: _Toc16614311][bookmark: _Toc16669128][bookmark: _Toc16686933][bookmark: _Toc16786107][bookmark: _Toc16786132][bookmark: _Toc16786142][bookmark: _Toc16786270][bookmark: _Toc16786293]MAC PDU of the de-prioritized configured grant could be re-transmitted on the next configured grant occasion. However, this approach results in unpredictable UE behaviour and high burden on gNB scheduling. Also, this approach increases latency for subsequent packet due to head of line blocking and requires higher specification efforts.

In the second solution, one can to introduce a positive feedback from gNB to UE for each configured grant transmission occasion. However, it imposes a large signalling overhead and it has been ruled out from the RAN1-lead eURLLC SI in Rel-16. 
In the other variant, upon deciding on de-prioritizing (or overriding) the MAC PDU prepared for CG, UE can send an indication to gNB that a MAC PDU on CG has been de-prioritized. This solution has smaller signalling overhead than the above. One candidate for such an indication can be through a MAC CE. If MAC performs the de-prioritization, at the time when the MAC decides to de-prioritize a MAC PDU, it is still in the process of generating the prioritized MAC PDU and Hence, one way of conveying such indictor MAC CE is to multiplex it on the prioritized MAC PDU. For the case of SR-versus-PUSCH prioritization, there can be cases in which PHY performs multiplexing and might cancel the PUSCH transmission. In this case, PHY informs MAC that de-prioritization occurred for a specific HARQ PID and MAC includes a corresponding indicator using a MAC CE included in the next MAC PDU assembled by the UE for any HARQ PID. 
[bookmark: _Toc16079463][bookmark: _Toc16614312][bookmark: _Toc16669129][bookmark: _Toc16686934][bookmark: _Toc16786108][bookmark: _Toc16786133][bookmark: _Toc16786143][bookmark: _Toc16786271][bookmark: _Toc16786294]Similar to how UE informs gNB about new data with BSR MAC CE, UE could notify gNB about de-prioritized data on a configured grant by MAC CE. This MAC CE could even be multiplexed to the prioritized MAC PDU. 
Based on the above we can observe:
[bookmark: _Toc14706742][bookmark: _Toc4153119][bookmark: _Toc4154334][bookmark: _Toc4274195][bookmark: _Toc4423476][bookmark: _Toc4491054][bookmark: _Toc4586711][bookmark: _Toc4587119][bookmark: _Toc4593619][bookmark: _Toc4657752][bookmark: _Toc4657890][bookmark: _Toc4657980][bookmark: _Toc4658100][bookmark: _Toc4677143][bookmark: _Toc4677229][bookmark: _Toc4686999][bookmark: _Toc4687074][bookmark: _Toc7450218][bookmark: _Toc7535642][bookmark: _Toc7717823][bookmark: _Toc16079464][bookmark: _Toc16614314][bookmark: _Toc16669125][bookmark: _Toc16686935][bookmark: _Toc16786109][bookmark: _Toc16786134][bookmark: _Toc16786144][bookmark: _Toc16786272][bookmark: _Toc16786295]The simplest solution for optimizing resource efficiency in case of collision handling is that, UE notifies gNB about deprioritized MAC PDU on configured grant via a MAC CE so that gNB can selectively schedule retransmissions.
Conclusion
The following observations have been made:
Observation 1	In case of a scheduled (high priority) dynamic grant that collides with a (low priority) configured grant, the gNB can always send a dynamic grant for the (potentially) dropped configured grant transmission.
Observation 2	The gNB can avoid resource waste in cases dynamic grants collides with configured grants.
Observation 3	MAC PDU of the de-prioritized configured grant could be re-transmitted on the next configured grant occasion. However, this approach results in unpredictable UE behaviour and high burden on gNB scheduling. Also, this approach increases latency for subsequent packet due to head of line blocking and requires higher specification efforts.
Observation 4	Similar to how UE informs gNB about new data with BSR MAC CE, UE could notify gNB about de-prioritized data on a configured grant by MAC CE. This MAC CE could even be multiplexed to the prioritized MAC PDU.
Observation 5	The simplest solution for optimizing resource efficiency in case of collision handling is that, UE notifies gNB about deprioritized MAC PDU on configured grant via a MAC CE so that gNB can selectively schedule retransmissions.
[bookmark: _GoBack]
[bookmark: _Toc528850436][bookmark: _Toc528850447][bookmark: _Toc528850496][bookmark: _Toc528850518][bookmark: _Toc528853699][bookmark: _Toc785813]Based on the discussion above, we propose the following:
Proposal 1	No optimizations are needed to address collisions leading to de-prioritized MAC PDU on configured grants.
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