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1 Introduction

This is the e-mail discussion report on [106#70] [NR/NTN] RACH capacity/procedures (ZTE):

· [106#70][NR/NTN]  RACH capacity/procedures ( ZTE )


Intended outcome:  TP capturing capacity and possible solutions to be included in the TR 


Deadline:  June 28/2019
2 Status of RACH for NTN

RAN2#104 started some first discussion on RACH and agreed the following: 
Agreements:

-
Discussion on 2-step RACH will be postponed until the procedures are more stable. 

During RAN2#105 meeting, RAR window related issues were discussed and the following agreements were made:

Agreements:

1:
The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt the user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded. 
2: 
The ra-ResponseWindow should be modified to support NTN.
3: 
Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios.
4: 
RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is needed to support NTN.

5: 
The ra-ContentionResolutionTimer should be modified to support NTN.

6:
Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN.
The benefits of utilizing 2-step RACH in NTN were also confirmed in RAN2#105:

Agreement:

-
2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed

During RAN2#106, a lot of companies raised more issues in RACH procedures in NTN and provide some possible solutions. A joint paper was provided to summarize all the issues and solutions [1]. The potential issues in RACH procedures are listed as follows:

· Ambiguity on preamble reception

· Random access with and without GNSS-capabilities

· Whether to extend the RAR window

In this e-mail discussion, the above issues are analysed and companies are invited to provide your views on the possible solutions. RACH capacity is also estimated and companies are invited to provide comments on the estimation.
3 Discussion 

3.1 Clarification of the maximum differential delay

Whether to extend the RAR window, the RACH capacity evaluation and the value range of the timing advance are closely related to the maximum differential delay.
In 3GPP TR 38.821 [2], the value of the maximum differential delay has been given in Table 4.2-2 and Table 7-1.1 but there is some discrepancy between the values provided in the two tables.

Table 4.2-2: Reference scenario parameters [2]

	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km

1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)

>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth (service link)
	30 MHz for band < 6 GHz

400 MHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)

Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)

Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No

Scenario D: Yes/No (Both cases are possible.)

	Earth-fixed beams
	Yes
	Scenario C1: Yes (steerable beams), see note 1

Scenario C2: No (the beams move with the satellite)

Scenario D 1: Yes (steerable beams), see note 1

Scenario D 2: No (the beams move with the satellite)

	Max beam foot print diameter at nadir
	500 km
	200 km

	Min Elevation angle for both sat-gateway and user equipment
	10° for service link and 10° for feeder link
	10° for service link and 10° for feeder link

	Max distance between satellite and user equipment at min elevation angle
	40,581 km
	1,932 km (600 km altitude)

3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.46ms (service and feeder links)

Scenario B: 270.73ms (service link only)
	Scenario C: (transparent payload: service and feeder links)

· 25.77ms (600km)

· 41.77ms (1200km)

Scenario D: (regenerative payload: service link only)

· 12.89ms (600km)

· 20.89ms (1200km)

	Max delay variation within a beam (earth fixed user equipment)
	16ms
	4.44ms (600km)

6.44ms (1200km)

	Max differential delay within a beam
	1.6ms
	0.65ms (600km and 1200km)

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)

21ppm(1200km) 

	Max Doppler shift variation (earth fixed user equipment)
	0.000 045 ppm/s 
	0.27ppm/s (600km)

0.13ppm/s(1200km)

	User equipment motion on the earth
	1000 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)

Possibly 1000 km/h (e.g. aircraft)

	User equipment antenna types
	Omnidirectional antenna (linear polarisation), assuming 0dBi

Directive antenna (up to 60 cm equivalent aperture diameter in circular polarisation)

	User equipment Tx power
	Omnidirectional antenna: UE power class 3 with up to 200mW

Directive antenna: up to 4 W

	User equipment Noise figure
	Omnidirectional antenna: 7 dB

Directive antenna: 1.2 dB

	Service link
	3GPP defined New Radio

	Feeder link
	3GPP or non-3GPP defined Radio interface
	3GPP or non-3GPP defined Radio interface


NOTE 1:
Each satellite has the capability to steer beams towards fixed points on earth using beam-forming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite

NOTE 2:
Max delay variation within a beam (earth fixed user equipment) is calculated based on Min Elevation angle for both gateway and user equipment

NOTE 3:
Max differential delay within a beam is calculated based on Max beam foot print diameter at nadir
NOTE 4:
Speed of light used for delay calculation is 299792458 m/s.

Table 7.1-1: NTN scenarios versus delay constraints, Source [2]

	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35 786 km
	600 km

	Relative speed of Satellite w.r.t earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 10° for feeder link

	Typical Min / Max NTN beam foot print diameter (note 1) 
	100 km / 1000 km
	50 km / 500 km

	Maximum Round Trip Delay on the radio interface between the gNB and the UE
	541.46ms (Worst case)
	270.73ms
	25.77ms
	12.89ms

	Minimum Round Trip Delay on the radio interface between the gNB and the UE
	477.48ms
	238.74ms
	8ms
	4ms

	Maximum Delay variation as seen by the UE

(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	Maximum delay difference within a NTN beam as seen by the UE

(note 3)
	16ms (Worst case)
	4.44ms

	Max rate of hand-over (FFS)
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design and radio resource management strategy in a given system.

NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario

NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given time
NOTE 4: Speed of light used for delay calculation is 299792458 m/s.


Discussion on this discrepancy was triggered during RAN2#106 and further clarifications have been provided by Thales after the meeting.

Some clarifications will be added on the following row extracted from Table 4.2-2:

	Max delay variation within the satellite coverage (earth fixed user equipment)
	16ms
	4.44ms (600km)

6.44ms (1200km)

	Max differential delay within a beam
	1.6ms
	0.65ms (600km and 1200km)


Max delay variation: The value displayed in the table are obtained based on the following formula: (d1 – d2) /c where d1 and d2 are illustrated on the following Figure 1.
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Figure 1. Max delay variation within the satellite coverage

Max differential delay within a beam: The values provided in this table are obtained based on the following formula (d1-d2)/c and the assumption that X = Max beam foot print diameter at nadir (d1, d2 and X are illustrated on the following Figure 2). The assumption can be questionable since it is well known that significant beam distortions can be experienced at low elevation angles. However, it is also a common practice to decrease the beam aperture of the beams located at the edges of the satellite coverage in order to mitigate this phenomenon and provide an ISO flux coverage. Thus, this assumption should be considered acceptable (especially for the satellite payload characterized by very large beam footprints).
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Figure 2. Max differential delay within a beam

In addition, according to the clarification from Thales, the values reported in Table 7.1-1 will be updated as follows:

	Maximum delay difference within a NTN beam as seen by the UE

(note 3)
	1.6ms
	0.65ms (600km and 1200km)


In NR, the random access response window is configured per cell for initial access and the RACH capacity is usually evaluated per cell level. In NTN, a satellite cell may cover one or more beams and the maximum differential delay within a cell is closely related to the number of beams. 

To simply the analysis, the ambiguity on preamble reception, the RAR window extension, random access with and without GNSS support and RACH capacity estimation issues in this e-mail discussion will be analysed with the assumption that a satellite cell covers only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam.
	Company's name
	Comments on the clarifications of the maximum differential delay

	MediaTek
	Yes. RAN1 is also using the same assumption, with 1.6ms (for GEO) and 0.65ms (for LEO) as the maximum differential delay.

	Spreadtrum
	We agree with this assumption as well as the clarification for maximum delay difference within a NTN beam as seen by the UE.

	Ericsson
	Yes, we agree to this.

	ZTE
	For one beam per cell deployment, the maximum delay within a beam can be used for evaluation of RACH related issue, i.e. RAR window extension. However, since one cell may have multiple satellite beams, based on the latest assumption in RAN1, the maximum delay within a cell may be larger than the maximum delay within a beam.
As for the update of Table 7.1-1, it might be unreasonable to simply copy paste results from Table 4.2-2 to table 7.1-1 without any clarification, since the maximum beam footprint size in table 4.2-2 is 500/200 km for GEO/LEO while in Table 7.1-1 is 1000/500 km.

	LG
	Agree

	Panasonic 
	Agree with the definition and value.

	Sony
	Agree

	Huawei, HiSilicon
	We agree with rapporteur’s analysis, e.g. the maximum delay variation within the satellite coverage is from 1.6ms to 16ms based on the number of beams per cell. We are also fine to take 1.6 ms as assumption. 

The only thing we need to confirm is the restriction to the deployment possibilities due to this assumption. Because the solution (e.g. the ambiguity on preamble reception, the RAR window extension) decided based on this assumption cannot work very well for all scenarios.

	ITRI
	We agree with this assumption to simply the analysis. We also like to keep the multi-beam scenario as FFS by consider the transmission delay of each beam may be different.

	Nokia
	We agree that the maximum delay difference within a satellite footprint is 16ms for GEO, 6.44ms for LEO at 1200km and 4.44ms for LEO at 600km.

We also agree the maximum differential delay within a satellite beam can be used for evaluation of RACH related issues.

However, one NR cell might have one or multiple satellite beam(s), so the maximum differential delay within a cell may not equal the maximum differential delay within a satellite beam.

	Thales
	In table 4.2-2, the row “Max delay variation within a beam (earth fixed user equipment)” should be modified to “Max differential delay within satellite coverage”.

We don’t expect that a cell will encompass several beams when these beams are large (e.g. several hundreds of km).

It would be advisable to remove from Table 7.1-1 all parameters already present in table 4.2-2. , 

In addition, we would recommend to align beam size hypothesis between table 4.2.2 and 7.1.1 to respectively 500 km diameter for GEO and 200 km diameter for LEO at nadir.

	Vodafone
	We agree to using the specified differential delay by the UE

	OPPO
	We agree with the analysis and clarification on the Max delay variation within the satellite coverage and Max differential delay within a beam in table 4.2-2. But the Maximum delay difference within a NTN beam as seen by the UE in Table 7.1-1 cannot simply use the same value as that in table 4.2-2 since the assumption of Max NTN beam foot print diameter between the two tables are different, so we think a simple way is to unify the assumption of the two table.

We agree to analyze the random access issue under the assumption with one beam per cell for simplify at the first stage. But actually a cell may include more than one beam, which will have an impact on the RAR window extension,TA value, etc, so the solution for these scenarios is FFS.


Rapporteur’s Summary: As agreed by all the companies, the ambiguity on preamble reception, the RAR window extension, random access with and without GNSS support and RACH capacity estimation issues in this e-mail discussion will be analysed with the assumption that a satellite cell covers only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam which is 1.6ms for GEO and 0.65ms for LEO. In addition, an FFS will be added in the TP for the multi-beam scenario as suggested by Huawei, HiSilicon, ITRI and NOKIA.

In the TP, the row “Max delay variation within a beam (earth fixed user equipment)” in table 4.2-2 will be modified to “Max differential delay within satellite coverage”. All parameters already present in table 4.2-2 will be removed from Table 7.1-1. The beam size hypothesis between table 4.2.2 and 7.1.1 will be aligned to respectively 500 km diameter for GEO and 200 km diameter for LEO at nadir.
3.2 Random Access Procedure in NTN 

The large transmission delay in NTN results in differential delay experienced by two different UEs served by the same beam at a given time. As a result, the preambles sent by different UEs in the same RACH occasion may reach the network at different time. As shown in Figure 3, to make sure the network can receive preambles from all the UEs, the preamble receiving window should start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2].

Observation 1: The preamble receiving window should start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2] to make sure the network can receive preambles from all the UEs.
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Figure 3. Preamble receiving window in NTN [3]
3.2.1 Ambiguity on preamble reception [3, 4, 5, 6]

When a preamble is received, the network needs to know which RO the preamble is related to in order to estimate the accurate timing advance. If the RO periodicity is not long enough, as shown in Figure 4, the preamble receiving windows for two consecutive ROs maybe overlapped with each other, making it difficult for the network to link the received preamble to the corresponding RO.
Observation 2: Insufficient time interval between two consecutive ROs will lead to ambiguity of preamble reception at network side.
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Figure 4. Ambiguity on preamble reception in the network side [3]

Possible solutions to avoid the ambiguity on preamble reception:

· Solution 1: Sparse PRACH configuration in the time domain. The interval between two consecutive RO should be larger than the maximum delay difference within the cell [3] [4] [5] [6].

· Solution 2: Preamble division. Preambles are divided in groups and mapped to different RO, such that ROs with separation less than maximum delay difference are always assigned with different preambles [5][6].

· Solution 3: Frequency hopping. Network can use frequency hopping of preambles to identify the RO based on the specific frequency band in which the preamble is received [5] [6].

· Solution 4: Indication in MsgA of 2 step RACH. For the case when 2-step RACH is used, assistance information, e.g., SFN index can be included in MsgA to help network link the received preamble to the corresponding RO. The detailed solution can be discussed after the general architecture of 2-step RACH is clear [6].
Proposal 1: The following solutions should be studied to avoid RACH preamble detection ambiguity:

(1) Sparse PRACH configuration

(2) Preamble division

(3) Frequency hopping

(4) Indication in MsgA of 2-step RACH.
	Company's name
	Company's comments on the listed solutions or additional inputs

	MediaTek
	It should be noted that with the maximum differential delay of 0.65ms will not be any preamble detection ambiguity problem for LEO, as two ROs are typically separated by one sub-frame (1ms). Even for GEO, with a maximum differential delay of 1.65ms, the probability of RACH preamble detection ambiguity will be very low. This problem in GEO can be solved by solution (1), which is the baseline in Rel. 15. If Solution (1) is not sufficient, then Solution (2) could be studied in RAN1. We don’t think there is any need to look into other solutions.

	Spreadtrum
	We think that SCS other than 15kHz will be used and the interval between 2 continuous ROs in time domain can be less than a subframe. So there is the issue and solution (1) (2) (3) can be all studied. We are not sure whether solution (4) can work for the possible falling back to 4-step RACH.

	Ericsson
	The maximum differential delay is 1.6 ms so we do not see that there will be any ambiguity on preamble reception, so (1) could be a solution. But we believe that calling it “sparse” is misleading as what this actually means is that very dense PRACH configurations cannot be used, whose usefulness in a satellite system anyways need to be studied due to the fact that PRACH would occupy a very large part of the bandwidth.

	ZTE
	Agree.

	LG
	Even though a maximum differential delay is larger than RO intervals, the ambiguity of the preamble reception can be resolved by network implementation, i.e., Solution 1. In addition, even though the maximum differential delay is 1.65ms, there would not be the ambiguity for preamble reception.

	Panasonic
	Solution (1) should be the baseline as Rel.15 supports it. Solution (2) and (3) would have a small impact on specification. RACH capacity of Solution (2) is same as Solution (1) because the total number of preambles distributed over different ROs is the same. From PRACH capacity point of view, Solution (3) might be more beneficial. 

Discussion on Solution (4) (2-step RACH) should be postponed for now.

	Sony
	If solution (1) is not sufficient, solution (2) or (3) can be considered.

	Huawei, HiSilicon
	If we take 1.6ms as the assumption for the maximum delay variation, we think option (1) is the straightforward and simple solution which is already possible in the current Rel-15 specification.

	ITRI
	We share the same view with Spreadtrum and agree that solution (1) (2) (3) can be studied. FFS solution (4) on preamble detection ambiguity when falling back to 4-step RACH.

	Nokia
	We agree to study solution (1)/(2)/(3) in current phase.

The benchmark of possible solutions depends on the RACH capacity requirement. Solution1/2 are straightforward and have similar RACH capacity. We prefer these two solutions if RACH capacity is not a problem, otherwise solution3 should be studied.

Solution4 is applied only in the scenarios of 2-step RACH, while RAN2 agree that: Discussion on 2-step RACH for NTN will be postponed until the procedures are more stable.

	THALES
	We agree with solutions (1) and (2). The maximum differential delay of 1.6 ms applies for GEO and 1.6ms for GEO and 0.65ms for LEO. The probability of preamble ambiguity will be low.

	Vodafone
	We prefer Solutions 1 and 2

	OPPO
	We agree with solution (1) and (2) in the current stage. Solution (1) and solution (2) can be studied if the RACH capacity is not a problem. 

We can postponed the study on solution (4) until the 2-step RACH is more stable. 


Rapporteur’s Summary: All the companies agreed that solution (1) is workable to avoid RACH preamble detection ambiguity with minimum impact on Rel-15 specification. One company mentioned that the wording “Sparse PRACH configuration” is misleading. Taking this comment into consideration, the wording will be changed to “Proper PRACH configuration”. Ten companies agreed that solution (2) which has similar RACH capacity with solution (1) can also be considered if solution (1) is not sufficient. Six companies agreed that solution (3) should also be studied as it is more beneficial from RACH capacity point of view. Four companies mentioned solution (4) with the comment that it should be postponed until the 2-step RACH procedures are more stable.

Proposal 1: The following solutions should be studied to avoid RACH preamble detection ambiguity:

(1) Proper PRACH configuration in the time domain. The interval between two consecutive RO should be larger than the maximum delay difference within the cell.

(2) Preamble division. Preambles should be divided in groups and mapped to different RO, such that ROs with separation less than maximum delay difference are always assigned with different preambles.

Frequency hopping can also be studied, e.g., network use frequency hopping of preambles to identify the RO based on the specific frequency band in which the preamble is received.
FFS on solutions related to 2-step RACH, e.g. indication in MsgA of 2 step RACH. For the case when 2-step RACH is used, assistance information, e.g., SFN index can be included in MsgA to help network link the received preamble to the corresponding RO. Solutions related to 2-step RACH can be studied when the 2-step RACH procedures are more stable.
3.2.2 Random access with and without GNSS-capabilities [7, 8, 9, 10]

Timing Advance is used to adjust the uplink frame timing relative to the downlink frame timing. As shown in Figure 5(b), the DL and UL timing is aligned at gNB with timing advance. The timing advance is twice the value of the propagation delay. Different UEs usually have different timing advance.
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Figure 5. Timing alignment at gNB side
The timing advance is derived from the UL received timing and sent by the gNB to the UE. UE uses the timing advance to advance/delay its timings of transmissions to the gNB so as to compensate for propagation delay and thus time align the transmissions from different UEs with the receiver window of the gNB. There are two possible ways for gNB to provide timing advance to UE:

(1)Initial timing advance during RACH procedure: gNB derives the timing advance by measuring the received random access preamble and sends the value to UE via the Timing Advance Command field in MAC RAR [11].
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Figure 6: MAC RAR

In NR, Uplink frame number for transmission from the UE shall start 
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Figure 7: Uplink-downlink timing relation
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The maximum timing advance in NR which can be compensated during initial access is calculated in the following Table 1:

Table 1. Maximum timing advance compensated during initial access for different SCS
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 kHz
	Maximum timing advance compensated during initial access

	0
	15
	2ms

	1
	30
	1ms

	2
	60
	0.5ms

	3
	120
	0.27ms

	4
	240
	0.15ms


(2)Timing advance refinement in RRC_CONNECTED: gNB derives the timing advance by measuring the UL transmission and refines the timing advance via the Timing Advance Command MAC CE [9].
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Figure 8: Timing Advance Command MAC CE
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The maximum timing advance which can be adjusted via Timing Advance Command is calculated in the following Table 2:

Table 2. Maximum timing advance adjusted via Timing Advance Command
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 kHz
	Maximum timing advance compensated during initial access

	0
	15
	0.017ms

	1
	30
	0.008ms

	2
	60
	0.004ms

	3
	120
	0.002ms

	4
	240
	0.001ms


As mentioned above, the timing advance is twice the propagation delay. In NTN, the maximum round trip delay is 541.46ms for GEO and 25.77ms for LEO. The timing advance in NR as calculated in Table 1 and Table 2 is far from sufficient. Solutions for both UE with and without GNSS-capabilities should be considered.

Observation 3: The timing advance in NR is not sufficient to compensate for propagation delay in NTN.

3.2.2.1 Random access without GNSS-capabilities [7] [8] [9]

For UE without capability of utilize GNSS information and incapable of compensate the propagation delay itself, the following solutions can be considered:

· Solution 1: Broadcast a common TA for NTN or extend the value range of the existing TA offset broadcast in system information to compensate the propagation delay within the satellite cell [7]. The UE specific TA is compensated via RAR and Timing Advance Command MAC CE.
As shown in Figure 9, the value of common TA is determined by d0 for regenerative payload and d0+d0_F for bent-pipe payload while the value of UE specific TA is determined by d1-d0. The length of d0 or d0+d0_F is continuously changing due to the movement of satellite, thus the broadcast common TA can be a configurable parameter to adapt to the changing of d0 or d0+d0_F. The details on how to broadcast the up-to-date common TA or to extend the existing TA offset broadcast in system information can be considered in the future.
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Figure 9: Common TA and UE specific TA calculation [9]

· Solution 2: TA compensation at both network and UE side. The common TA is compensated at network side and the UE specific TA is compensated at UE side via RAR and Timing Advance Command MAC CE [8] [9]. 
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Figure 10: TA compensation at both network and UE side [9]

Proposal 2: For UE without GNSS support, the following solutions should be studied for initial timing advance during random access procedure in NTN:

(1) Broadcast a common TA for NTN or extend the value range of the existing TA offset broadcast in system information to compensate the propagation delay within the satellite cell. The UE specific TA is compensated via Timing Advance Command field in random access response.

(2) The common TA is compensated at network side by implementation and the UE specific TA is compensated at UE side via Timing Advance Command field in random access response.

	Company's name
	Company's comments on the listed solutions or additional inputs

	MediaTek
	We think solution (1) is the right way, as the same information can be reused as offset in the RAR window and contention resolution timers.

	Spreadtrum
	We think that solution (2) is better, as it makes the minimum difference between NTN UE and TN UE on handling TA as well as K1 and K2.

	Ericsson
	We think both can be studied. 

	ZTE
	Prefer solution (1) over solution (2). 

For solution 2, since it requires network to continuously maintain asynchronous frame timing at uplink/downlink, which may overlap with each other, it is difficult for RAN2 to understand whether the solution 2 is feasible or not, taken the complexity and performance requirement into account.

	LG
	Same view as Spreadtrum.

	Panasonic
	For UE without GNSS, common TA should be broadcasted. Whether timing is further compensated is up to network implementation. 

	Sony
	Share Mediatek view and support solution 1

	Huawei, HiSilicon
	We are open on both options.

Option (1) has more impact on the UE side while in Option (2) the network needs to handle the common TA.

	ITRI
	Prefer to adopt (1) as baseline. 
We think (2) also worth study for forward compatibility. Broadcast common TA by system information can only support cell-specific TA compensation. However, considering multi-beam scenario, the beam-specific transmission delay may need to be reflected in UE specific TA and that may exceed the maximum value range.

	Nokia
	1. We propose change "without GNSS-capabilities" to "without UE location information” in the section 3.2.2 titles.

   RAN1#97 meeting minutes includes agreement of “FFS: Determination of UE location” for UL frequency compensation, which means    UE without GNSS-capabilities is also possible to get UE location information to compensate TA as section 3.2.2.2.

Same comment to other GNSS occurrences in this document. (e.g. GNSS support should be UE location information support)

2. We prefer solution 1, as it is simple and straightforward from RAN2 point of view.

	Thales
	We think that both solutions can be studied.

	Vodafone
	We prefer solution 1 as this seems to have less signalling load on the network and the differential timing advance is calculated in the UE. The solution 2 can also be considered as a fall back solution in stations where the UE is unable to compensate the timing advance

	OPPO
	We prefer solution (1). For solution (2), we are not sure whether it is feasible or not. Besides, UE cannot know whether the network compensates the common TA since it depends on network implementation.


Rapporteur’s Summary: Eleven companies supported solution (1) and three of them were open to both solutions. Only two companies showed preference of solution (2). One company proposed to change “without GNSS capabilities” into “without UE location information”. The change will be done in the following proposal 2/3 and the draft TP. 
Proposal 2: For UE without UE location information, broadcasting a common TA for NTN or extending the value range of the existing TA offset broadcast in system information is the baseline for initial timing advance during random access procedure in NTN. FFS on compensating the common TA at network side by implementation. The UE specific TA is compensated via Timing Advance Command field in random access response.
In both solution 1 and solution 2, the UE specific TA is initially compensated via RAR and refined via Timing Advance Command MAC CE. With the assumption that a cell covers only one beam, the maximum differential delay within a satellite cell is 1.6ms for GEO and 0.65ms for LEO. As shown in Table 1, when the configured SCS is larger than 15 kHz for GEO or 30 kHz for LEO, the initial timing advance in NR is not sufficient. The value range of timing advance in RAR should be extended in NTN.

Proposal 3: For UE without GNSS support, the value range of timing advance in random access response should be extended to compensate the UE specific TA in NTN.

	Company's name
	Company's comments on extension of the timing advance value range in RAR

	MediaTek
	We agree that for UE without GNSS support, the value range of timing advance in random access response needs to be extended to compensate the UE-specific delay, when SCS is larger than 15 kHz for GEO-NTN or 30 kHz for LEO-NTN.

	Spreadtrum
	Agree. Wondering whether this can be achieved by changing the formula to 
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	Ericsson
	For low SCS we agree that it should be extended. For FR2 and high SCS, then the devices are typically larger devices mounted on roofs or vehicles and we believe that such devices should have GNSS support. 

	ZTE
	Agree, since larger SCS e.g. 30 kHz or 120kHz is most likely to be used  to mitigate the significant Doppler frequency shift in NTN, especially for LEO case.

	LG
	The range of the TA value should be extended. This is because current TA value would not be sufficient. 

	Panasonic 
	Agree to extend TA range. 

	Sony
	Agree

	Huawei, HiSilicon
	Agree in principle. But we think the value range of TA needs to be decided in RAN1.

	ITRI
	If the common TA compensation could be provided in some way, there is no need to extend the TA value range.

However, considering multi-beam scenario for forward compatibility, the beam-specific transmission delay may need to be reflected in UE specific TA and that may exceed the maximum value range.

	Nokia
	Agree for UE without UE location information.

	Thales
	Agree that TA value should be extended for UE without GNSS support.

	Vodafone
	We agree that the timing advance for the Satellite solution should be extended

	OPPO
	Agree to extend the TA range in RAR.


Rapporteur’s Summary: Twelve companies agreed that the value range of timing advance in random access response should be extended to compensate the UE specific TA in NTN for UE without UE location information. One company proposed that the value range of TA needs to be decided in RAN1 while another company mentioned the multi-beam scenario in which the beam-specific transmission delay may need to be reflected in UE specific TA and that may exceed the maximum value range.

Proposal 3: For UE without UE location information, the value range of timing advance in random access response should be extended to compensate the UE specific TA in NTN.

3.2.2.2 Random access with GNSS-capabilities [10]

If the UE has a rough GNSS position and the position of the satellite through ephemeris data, the UE can determine the satellite-to-UE distance and the timing advance needed for performing random access while coping with large propagation delays. 

A framework for how the random access for UEs with GNSS-capabilities can be performed is shown in Figure 11.
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Figure 11. Framework on random access procedure using GNSS [10]

The example framework for performing random access involves 4 important points:

1. Estimation of the timing advance with respect to the satellite. Methods for estimating include using satellite ephemeris data, as well as GNSS position or any other similar solutions.

2. In Msg2, when the UE receives the RAR, it applies a timing advance correction for the UE-based estimation from Step 1. 

3. At this point the gNB also schedules Msg3 without knowing the timing advance to the UE. This can be solved by for instance scheduling the UE at a delay equal to the maximum differential delay supported by the cell.

4. Network receives the timing advance of the UE in Msg3. At this point both UE and network are aware of the UE-specific timing advance.

Proposal 4: For UE with GNSS support, the initial timing advance can be estimated and applied at UE side with known location and satellite ephemeris.

	Company's name
	Company's comments on the listed solutions or additional inputs

	MediaTek
	We think some more discussions in RAN2 are needed on the type of information UE can obtain from the satellite ephemeris. For example, UE needs to have beam-center information to determine the timing advance.

	Spreadtrum
	Agree. This mechanism can be also used for the connected UEs with valid TA, such as SR triggered RA.

	Ericsson
	We agree that this should be studied. Several problems such as ambiguity of preamble reception as well as possible extension of RAR windows are avoided and in many satellite systems the availability of GNSS receivers have been common. 

	ZTE
	For the case of regenerative, we agree that the UE with GNSS support can estimate the initial timing advance.

For the case of bent-pipe, since the timing advance include the both the propagation delay between UE and satellite and the propagation delay between satellite and grand GW, the UE with GNSS support is only be able to estimate the delay between UE and satellite.

For the case of regenerative, we think the solution works for 2-step RACH, in which case the UE specific full TA can be sent to NW in the payload of MsgA. For the 4-step RACH, we think more study is required to understand the detail of the solution. For example, whether the NW need to distinguish the UE with/without GNSS (with/without using the estimated TA). Whether there will be some risk of misunderstanding on the transmission timing of Msg3.

	LG
	We are not sure how to estimate the TA value using GNSS information. Since the non-terrestrial network would keep continuously moving, the estimation of the TA value using GNSS information would be always changed according to the location of the non-terrestrial network.

	Panasonic
	We agree UE with GNSS support can estimate initial timing advance based on the location and satellite ephemeris. It is sufficient to compensate RTT between satellite and UE even in case of transparent (bento-pipe) because the link between grand GW and satellite including the propagation delay should not be visible to UE. Network should compensate the timing by its implementation if needed. 

On the procedure shown in Figure 11, necessity of timing advance value in msg3 should be discussed. Even in current specification, TA value can be changed by the UE with the moving of the first detected path in time as in TS38.133. Therefore, UE specific timing advance value itself is not required to be known by the network. Not to increase Msg3 payload size would be important to keep the coverage.

	Sony
	Agree. RAN2 to study if GNSS information can also be used in connected mode for time alignment.

	Huawei, HiSilicon
	We are fine to take above procedure as a baseline.

Regarding step 3, we think the gNB should assume the worst case, i.e. the farthest UE, and schedule the UE at a delay equal to the maximum delay in order to leave enough time for UE processing.

Besides, unlike UE without GNSS, sparse PRACH configuration is not necessary for UE with GNSS as TA can be estimated before MSG1. 

	ITRI
	TA value may not only depend on the distance between the UE and the satellite, other factor, e.g., the NTN scenario, may also impact TA. It is FFS on whether the GNSS information could be used by UE for initial timing advance.

	Nokia
	Agree.

We think this mechanism (initial timing advance can be estimated and applied at UE side) can be applied for all scenarios that UE can obtain its location information (including GNSS or other solution such as timing shift tracking discussed in RAN1 R1-1906087)

We propose change "with GNSS-capabilities" to "with UE location information”.

	THALES
	For the case of regenerative, we agree that the UE with GNSS support can estimate the initial timing advance. We agree that additional discussion is required to determine the information that will be required by the UE. For example, dynamic information of each satellite beam/cells time distribution, or the beam distance to cell/coverage nadir center in case of multibeam/cell scenario.



	Vodafone
	We agree that this case should be studies further in RAN2.One question that has come up because of the discussion in this topic: considering the rapid movement of the LE Satellite Cell on the ground at 7.5 km/s, how would the UE or the Network compensate for the rapid change in the timing advance between message 2 and 3? And considering the long round trip delay the network may not be able to signal the correction in time for this compensation; would a look-up table in the UE be helpful in compensating for rapid change in the timing advance situation? 

	OPPO
	We agree that the estimation of the timing advance with respect to the satellite can be done by UE with GNSS capabilities. How the UE estimates the time advance is FFS.


Rapporteur’s Summary: Six companies agreed that the initial timing advance can be estimated and applied at UE side with known location and satellite ephemeris for UE with UE location information while another six companies were not sure how this mechanism works and thought more discussion is needed. 

One company raised concern for the bent-pipe case in which the timing advance include the both the propagation delay between UE and satellite and the propagation delay between satellite and grand GW but UE with location information and satellite ephemeris is only able to estimate the delay between UE and satellite. UE is not able to compensate the timing advance without the propagation delay between satellite and GW. Possible solution is mentioned by another company to let network compensate this part by implementation. 

Two companies were not sure how to estimate the TA value with UE location information and the ephemeris as the continuously moving satellite and other factor, e.g., the NTN scenario may impact the TA. 

One company was not sure about the necessity of timing advance value in msg3 as TA value can be changed by the UE with the moving of the first detected path in time as in TS38.133 even in the current specification but UE specific timing advance value itself is not required to be known by the network. It was also emphasized that we should be careful not to increase the Msg3 payload size in order to keep the coverage.

One company raised concerns on how UE or the Network would compensate for the rapid change in the timing advance between message 2 and 3 with consideration on the rapid movement of the LE Satellite Cell on the ground at 7.5 km/s and suggested to have a look-up table in the UE to compensate for the rapid change in the timing advance situation.
Proposal 4: For UE with UE location information, FFS if and how the UE can estimate and apply the initial timing advance, including the information that will be required by the UE, e.g., dynamic information of each satellite beam/cells time distribution, or the beam distance to cell/coverage nadir centre in case of multi-beam/cell scenario.
3.2.3 Whether to extend the RAR window [3, 5, 10, 14, 15, 16, 17]

After transmitting Random Access Preamble (Msg1), UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2). The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If a certain number of preambles have been sent, an appropriate random access problem will be indicated to upper layers. 

In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the time interval, of ra-ResponseWindow, having values specific to terrestrial networks. The major related agreements made in RAN2#105 are mentioned in the following table:

Agreements

1. The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt the user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded. 

2. The ra-ResponseWindow should be modified to support NTN. 

3. Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios. 

4. RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is needed to support NTN.

As mentioned in [10], for UE with GNSS support, the exact round-trip propagation delay can be estimated. In that case, network can configure the estimated RTD as an offset to delay the start of the ra-ResponseWindow and there appears to be no need for extending the ra-ResponseWindow, instead only to offset the starting time with the round-trip delay.

Proposal 5: For UE with GNSS support, the exact round-trip propagation delay can be estimated. Network can configure the estimated RTD as an offset to delay the ra-ResponseWindow and there appears to be no need for extending the ra-ResponseWindow.

	Company's name
	Company's comments

	MediaTek
	We agree that there is no need to extend the ra-ResponseWindow as the offset can be configured or indicated using System Information, as mentioned in Solution (1) of Proposal 2. 

	Spreadtrum
	Agree.

	Ericsson
	Agree.

	ZTE
	It is not clear how this works since the NW cannot differentiate the type of UE (i.e.w/wo GNSS) based on the preamble received. Does the solution assume that separate RACH resource pool will be allocated for UE w/wo GNSS?

	LG
	If the RTD can be properly estimated, it is not needed to extend RAR window.

	Panasonic
	There is no need to extend the ra-ResponseWindow. The offset to delay the ra-ResponseWindow should be explicitly indicated by the network because ra-ResponseWindow location should be up to network implementation freedom.  

	Sony
	Agree

	Huawei, HiSilicon
	Partially agree. 

If the RTD can be estimated by UE with GNSS support, an offset is sufficient without extension of the ra-ResponseWindow. But the offset cannot be configured by network as network does not know about the RTD. It should be decided by UE.

	ITRI
	If RTD compensation could be handled by UE (e.g., based on the broadcast information), we agree no need to extend the RAR window.

	Nokia
	For UE with location information, we think it should be UE instead of network who configure the estimated RTD (i.e. UE specific RTD) as an offset to delay the ra-ResponseWindow. In this case, there appears to be no need for extending the ra-ResponseWindow.

	Thales
	Agree with Nokia’s response

	Vodafone
	The UE can better estimate/calculate this round trip delay, agree with comments from Nokia. 

	OPPO
	In our opinion, network can configure an offset to delay the ra-ResponseWindow for all the UEs with or without GNSS support. The UE with GNSS support can estimate the RTD but network does not know it.


Rapporteur’s Summary: Seven companies agreed that the exact round-trip propagation delay can be estimated and applied as an offset to delay the ra-ResponseWindow and there appears to be no need for extending the ra-ResponseWindow. Four companies raised that it should be UE instead of network who estimate the round trip delay and use it as an offset to delay the RAR window.

Proposal 5: For UE with UE location information, if the exact round trip delay can be estimated as an offset to delay the ra-ResponseWindow, there appears to be no need for extending the ra-ResponseWindow. FFS the offset is configured by network or derived by UE based on the estimated round trip delay.
For UE without GNSS support, the exact round trip delay cannot be estimated to help network configure an accurate offset to delay the start of the RAR window. 

Figure 12 illustrates a worst case in which a UE with minimum one way transmission delay and a UE with maximum one way transmission delay (e.g. locates at cell edge) initiate random access using the same time-frequency resource. 
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Figure 12. RAR window in NTN [14]

Assuming the configured offset to delay the start of the RAR window equals to 2* minimum delay and neglecting the process delay between reception of preamble and transmission or RA Response at gNB side, it can be observed that the RAR monitoring duration shall cover at least 2*maximum differential delay. Otherwise RAR for UE will fall out of RAR window [3] [14]. The maximum differential delay is defined as maximum one way delay minus minimum one way delay.  
Furthermore, time flexibility is required for the NW to schedule the RARs which means several miliseconds should be added on top of the 2*maximum differential delay.
Note that the maximum differential delay within one beam-footprint is 1.6ms for GEO-NTN and 0.65ms for LEO-NTN and the RAR window is configured per cell level for initial access. With the assumption that a cell only covers one beam, there may be no need to extend the RAR window [5]. However, if a cell covers more than one beam, the 2*maximum differential delay within a cell maybe larger than 10ms, in which case the RAR window has to be extended.
Proposal 6: For UE without GNSS support, if the 2*maximum differential delay within a cell is larger than 10ms, RAR window should be extended, otherwise there is no need to extend the RAR Window in NTN.
	Company's name
	Comments

	MediaTek
	We think there is no need to extend the RAR Window, as the maximum differential delay is upper-bounded by 0.65ms for LEO-NTN and 1.6ms for GEO-NTN. (i.e. 2*max differential delay is always lower than 10ms). The UE can be configured or indicated the common delay offset using System Information, as mentioned in Solution (1) of Proposal 2.

	Spreadtrum
	Agree. But we should first decide whether this kind of large cell needs to be supported.

	Ericsson
	We believe that for the large spotbeams where the maximum differential delay is 1.6ms, one beam can be assumed to be one cell, so no need to extend RAR window due to this.
Furthermore, there are already two other work items, NR-U and 2-step RA that will have to solve this problem, so we suggest to revisit their work at a later stage if it is deemed needed.

	ZTE
	Agree.

	LG
	Agree. RAN2 has agreed that the offset for RAR window is introduced. Therefore, if the RTT is properly estimated, the extension of the RAR window is not needed. 

	Panasonic
	We think there is no need to extend the RAR Window. 

gNB can transmit RAR such that RAR reception is within the window of each UE if gNB configures the offset appropriately, e.g. minimum delay + 2*maximum differential delay.  

	Huawei, HiSilicon
	Agree.

	ITRI
	Agree with the proposal.

	Nokia
	We think the ra-ResponseWindow shall be extended to consider both scheduling flexibility of RAR and the maximum differential delay among the UEs (i.e. 2*maximum differential delay+10ms), otherwise the RAR window in gNB which cell edge UE can be scheduled will be reduced to [10ms – 2* maximum differential delay].

We prefer the extension to keep the scheduling flexibility high.

	Thales
	Agree. GEO biggest cell size is considered with a maximum differential delay of 1.6ms. Future satellite development tend to provide much smaller cell sizes, therefore we agree there is no need to extend the RAR window.

	Vodafone
	Agree

	OPPO
	Agree


Rapporteur’s Summary: Eight companies agreed with the proposal that for UE without UE location information, if the 2*maximum differential delay within a cell is larger than 10ms, RAR window should be extended. Otherwise, there is no need to extend the RAR Window in NTN. 

Two companies emphasized the relation between RAR window extension and the cell size. One company mentioned that there are already two other work items NR-U and 2-step RACH are considering the extension of the RAR window and suggested to revisit their work later if needed. 

One company proposed to extend the RAR window to allow flexible scheduling.

The following proposal is given based on the views from the majority:

Proposal 6: For UE without UE location information, if 2*maximum differential delay within a cell is larger than 10ms, random access response window should be extended, otherwise there is no need to extend the random access window in NTN.

In terrestrial network, the RAR windows corresponding to different ROs may be overlapped. To resolve the confusion for RAR in the overlapping case, the formula of RA-RNTI calculation (as below) is designed to make sure the RA-RNTI is unique within 10ms which is the maximum length of the ra-ResponseWindow. Modification on RA-RNTI formula might be needed when the length of RAR window is extended 3][15][16][17].

	The RA-RNTI associated with the PRACH occasion in which the Random Access Preamble is transmitted, is computed as:

RA-RNTI= 1 + s_id + 14 × t_id + 14 × 80 × f_id + 14 × 80 × 8 × ul_carrier_id

where s_id is the index of the first OFDM symbol of the PRACH occasion (0 ≤ s_id < 14), t_id is the index of the first slot of the PRACH occasion in a system frame (0 ≤ t_id < 80), f_id is the index of the PRACH occasion in the frequency domain (0 ≤ f_id < 8), and ul_carrier_id is the UL carrier used for Random Access Preamble transmission (0 for NUL carrier, and 1 for SUL carrier).


Proposal 7: Impact on RA-RNTI should be studied if the RAR window is extended.
	Company’s name
	Comments

	MediaTek
	There is no need to study the impact of RA-RNTI, as we think there is no need to extend the RAR Window. Please look into our response in Proposal 6.

	Spreadtrum
	Agree. If the RAR window is extended, solution (1) and (3) in proposal 1 can be used.

	Ericsson 
	We do not see the need for this. See our response in prop 6. 

	ZTE
	Agree with Ericsson that we don’t need to duplicate the discussion. We can simply adopt NR-U or 2stepRACH’s solution if RAR window is required to be extended.

	LG
	The range of RA-RNTI is associated with the RAR window. However, as mentioned in proposal 6, since the extension of the RAR window is not needed, there is no reason to extend range of RA-RNTI.

	Panasonic
	As RAR window does not need to be extended if offset is added, no need to modify RA-RNTI calculation.

	Sony
	We also don’t see a need for RA-RNTI enhancement at this stage

	Huawei, HiSilicon
	Agree.

	ITRI
	Agree. If the RAR window is extended, RA-RNTI impact should be studied.

	Nokia
	Agree.

	Thales
	Agree

	Vodafone 
	Agree

	OPPO
	If RAR window is extended, network configuration can already ensure the same s_id/t_id/f_id combination is not covered in the same ra-ResponseWindow. So we think no spec impact is needed to handle RA-RNTI collision due to extended ra-ResponseWindow.


Rapporteur’s Summary: Eight companies did not see the need to study impact on RA-RNTI at this stage. Four companies agreed that RA-RNTI impact should be studied if RAR window is extended.

Proposal 7: There is no need to study impact on RA-RNTI at this stage. RA-RNTI impact should be studied if the RAR window is extended.
3.3 RACH Capacity Estimation [4,18]
The PRACH provides a slotted aloha type of access. The PRACH preamble collision probability between contending system access attempts on a PRACH radio resource can be calculated as:
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Where M equals the number of configured access opportunities per second, and [image: image41.png]


 is the random-access arrival rate per second. In a cellular system, the collision likelihood is usually kept at a level as low as 1% to secure a high quality of service. As a rule of thumb, we need to provide approximately 100 more random access opportunities per actual random access attempt. 
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 preamble opportunities per second and cell in order to support the UEs accessing the cell. A higher accepted collision rate would reduce the PRACH capacity consumption. It is however relevant to keep the collision rate low as the random access performed by idle mode UEs is contention-based, which means more than one UE may select the same preamble and send it on the same uplink time slot. If a collision occurs, or if the network is not able to correctly detect the preamble used, the UE is not receiving the so-called message 2 (Msg2) and needs to resend another preamble (Msg1). Note that in addition to UEs that have been paged, also idle mode UEs performing mobile originated access would perform contention-based random access and thus compete for the same RACH resources.

The random access capacity can be calculated by looking at the random access opportunities and how many preambles that are configured for each random access opportunities. If we denote the maximum number of PRACH opportunities per second as [image: image49.png]


, which is given by the PRACH configuration, such as preamble format, PRACH configuration index as well as whether the spectrum is paired/unpaired and whether it is for FR1 or FR2. Furthermore the PRACH occasions may be FDM:ed by up to [image: image51.png]


 different location in frequency for the same PRACH occasion in time. Then the M as mentioned above is simply  [image: image53.png]* Peonfigured * F
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 is the number of configured preambles available, where the maximum is 64, but where a number of preambles may be reserved for Contention-Free Random Access. 

As an example, for PRACH configuration 27 the slots that are available in an SFN are the slots 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 giving 1000 PRACH opportunities per second. In the table below some more examples are given for FR1 paired:

	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image57.png]


)

	FR1 paired
	0
	0
	6,25

	FR1 paired
	0
	21
	200

	FR1 paired
	0
	27
	1000

	FR1 paired
	2
	41
	100


The number of random access attempts supported per second is thus:
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The supported user densities is thus given by:

[image: image59.png]supported UE density = ———— —PE—
overage + RACH per second per UE




Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 27, [image: image61.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~2390 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~100 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~17 UE/km2

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~14866 UE/km2

	26 000
	2.78 * 10-4 (= 1 time per hour per UE)
	~618 UE/km2

	26 000
	0.0017 (= 1 time per 10 min per UE)
	~101 UE/km2


As can be seen, if the use-cases of the UEs is such that many accesses to the cell is required, then the supported UE density will be relatively low.

Based on the current specs, the ambiguity of preamble reception can only be avoided by the configuration of RACH resource, in which case the NW ensure the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell (i.e. Solution 1 in 2.1.2), which is 3.2ms considering the worst case in GEO (assuming there is only one beam within the cell). 
Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image63.png]


)

	FR1 paired
	0
	19
	200

	FR1 paired
	0
	20
	200

	FR1 paired
	0
	21
	200


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 21, [image: image65.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~478 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~20 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~3 UE/km2


For LEO, the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell, which is 1.3ms considering the worst case in LEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image67.png]


)

	FR1 paired
	0
	25
	500

	FR1 paired
	0
	26
	500


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 25, [image: image69.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~7433 UE/km2

	26 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~309 UE/km2

	26 000 
	0.0017 (= 1 time per 10 min per UE)
	~51 UE/km2


Based on the table above, it can be observed that the solution based on RO configuration will decrease the RACH capacity significantly.
Observation 4: Solution to avoid preamble reception ambiguity based on sparse PRACH configuration will decrease the RACH capacity significantly.
	Company's name
	Comments on the RACH capacity estimation

	MediaTek
	We don’t agree with this observation. Based on the numbers provided above, even with the worst case scenario (i.e. with a high RACH activity factor), the minimum RACH capacity is 3UEs/sq.km (for GEO-NTN). Hence, for a coverage (beam-size) of 163,000 sq.km (as mentioned above in the analysis), almost 500,000 UEs per beam can be supported (for GEO-NTN). Considering the available bandwidth, this seems to be a quite high number. For LEO-NTN the RACH capacity will be even higher.  

	Spreadtrum
	Share MediaTek’s view. But sparse RO in time domain will lead to access latency.

	Ericsson
	We hope that this section can be divided up between the method for calculating RACH capacity and the part with observations regarding preamble ambiguity. 
We do not agree with the observation in the second part of this section. In our understanding, the word “sparse” is a bit misleading due to the fact that the dense PRACH configurations that would be unavailable for UEs without GNSS-capabilities would lead to PRACH occupying 20-45% of the available bandwidth in a 10MHz carrier. 

	ZTE
	Agree with the observation, on top of that, other solution, e.g. preamble grouping to avoid preamble reception ambiguity, might as well decrease the RACH capacity.

It is FFS whether the decreased RACH capacity can be acceptable in Rel-17 or not.

	LG
	Same view as MediaTek.

	Panasonic
	For UE with GNSS support, 2* maximum delay difference between UEs would be negligible assuming sufficient location estimation accuracy. Therefore, PRACH capacity is no problem. 

For UE without GNSS support, PRACH capacity would be less than above estimation because 56 preambles for CBRA would not be realistic considering the limitation of CS multiplexing due to the large differential delay. If we study PRACH capacity improvement, it should be in RAN1.

	Sony
	We also share the view that RACH capacity should be proportional to the supported number of UEs and cell bandwidth. Any enhancements should be considered carefully. 

	Huawei, HiSilicon
	The RACH capacity will be decreased more or less since we have additional restriction on the RO configuration (i.e. >1.6ms). But we are not sure about the conclusion that the RACH capacity will be decreased “significantly”. We need to analyse the requirement based on use case of NTN and then decide whether the decreased RACH capacity is acceptable.

	ITRI
	Agree with Ericsson to separate the discussion of preamble ambiguity and RACH capacity. 

	Nokia
	FFS, it depends on NTN performance requirement about system capacity.

	Thales
	Agree to provide a method for RACH capacity separated from the discussion of preamble ambiguity. Once we agree on the methodology for RACH capacity evaluation, perform the analysis based on system capacity requirements for NTN and decide if acceptable. 

	Vodafone
	Agree with Thales’s approach and the two issues  should be discussed separately 

	OPPO
	Agree. Both solution (1) and solution (2) in proposal 1 will decrease the RACH capacity. 


Rapporteur’s Summary: Six companies pointed that whether the reduced RACH capacity caused by solution (1) in proposal 1 is acceptable should be evaluated based on system capacity requirements. Three companies suggested to divide up between the method for calculating RACH capacity and the part with observations regarding preamble ambiguity.

The observation is modified by removing “significantly” to simply show the impact on RACH capacity by configuring the time interval between two consecutive RO as a larger value than the maximum delay difference within the cell and this observation will be captured in the TP in the section describing the ambiguity on preamble reception and solutions. The capacity analysis section in the TP only covers the method to estimate the RACH capacity.

Observation 4: Solution to avoid preamble reception ambiguity by configuring the time interval between two consecutive RO as a larger value than the maximum delay difference within the cell will decrease the RACH capacity.
4 Conclusions 

The following observations and proposals are raised to capture the outcome of this email discussion:

Observation 1: The preamble receiving window should start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2] to make sure the network can receive preambles from all the UEs.

Observation 2: Insufficient time interval between two consecutive ROs will lead to ambiguity of preamble reception at network side.

Observation 3: The timing advance in NR is not sufficient to compensate for propagation delay in NTN.

Observation 4: Solution to avoid preamble reception ambiguity by configuring the time interval between two consecutive RO as a larger value than the maximum delay difference within the cell will decrease the RACH capacity.
Proposal 1: The following solutions should be studied to avoid RACH preamble detection ambiguity:

(1) Proper PRACH configuration in the time domain. The interval between two consecutive RO should be larger than the maximum delay difference within the cell.

(2) Preamble division. Preambles should be divided in groups and mapped to different RO, such that ROs with separation less than maximum delay difference are always assigned with different preambles.

Frequency hopping can also be studied, e.g., network use frequency hopping of preambles to identify the RO based on the specific frequency band in which the preamble is received.
FFS on solutions related to 2-step RACH, e.g. indication in MsgA of 2 step RACH. For the case when 2-step RACH is used, assistance information, e.g., SFN index can be included in MsgA to help network link the received preamble to the corresponding RO. Solutions related to 2-step RACH can be studied when the 2-step RACH procedures are more stable.

Proposal 2: For UE without UE location information, broadcasting a common TA for NTN or extending the value range of the existing TA offset broadcast in system information is the baseline for initial timing advance during random access procedure in NTN. FFS on compensating the common TA at network side by implementation. The UE specific TA is compensated via Timing Advance Command field in random access response.
Proposal 3: For UE without UE location information, the value range of timing advance in random access response should be extended to compensate the UE specific TA in NTN.

Proposal 4: For UE with UE location information, FFS if and how the UE can estimate and apply the initial timing advance, including the information that will be required by the UE, e.g., dynamic information of each satellite beam/cells time distribution, or the beam distance to cell/coverage nadir centre in case of multi-beam/cell scenario.

Proposal 5: For UE with UE location information, if the exact round trip delay can be estimated as an offset to delay the ra-ResponseWindow, there appears to be no need for extending the ra-ResponseWindow. FFS the offset is configured by network or derived by UE based on the estimated round trip delay.
Proposal 6: For UE without UE location information, if 2*maximum differential delay within a cell is larger than 10ms, random access response window should be extended, otherwise there is no need to extend the random access window in NTN.

Proposal 7: There is no need to study impact on RA-RNTI at this stage. RA-RNTI impact should be studied if the RAR window is extended.
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6 Text Proposal

----------------------------------------------------------- Start of TP -------------------------------------------------------------------

4.2
Non-Terrestrial Networks reference scenarios

We shall consider in this document non-terrestrial networks providing access to user equipment in six reference scenarios including

· Circular orbiting and notional station keeping platforms.

· Highest RTD constraint

· Highest Doppler constraint

· A transparent and a regenerative payload

· One ISL case and one without ISL. Regenerative payload is mandatory in the case of inter-satellite links.

· Fixed or steerable beams resulting respectively in moving or fixed beam foot print on the ground

Six scenarios are considered as depicted in Table 4.2-1 and are detailed in Table 4.2-2.

Table 4.2-1: Reference scenarios

	
	Transparent satellite
	Regenerative satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network:

steerable beams
	Scenario C1
	Scenario D1

	LEO based non-terrestrial access network:

the beams move with the satellite
	Scenario C2
	Scenario D2


Table 4.2-2: Reference scenario parameters

	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km

1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)

>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth (service link)
	30 MHz for band < 6 GHz

400 MHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)

Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)

Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No

Scenario D: Yes/No (Both cases are possible.)

	Earth-fixed beams
	Yes
	Scenario C1: Yes (steerable beams), see note 1

Scenario C2: No (the beams move with the satellite)

Scenario D 1: Yes (steerable beams), see note 1

Scenario D 2: No (the beams move with the satellite)

	Max beam foot print diameter at nadir
	500 km
	200 km

	Min Elevation angle for both sat-gateway and user equipment
	10° for service link and 10° for feeder link
	10° for service link and 10° for feeder link

	Max distance between satellite and user equipment at min elevation angle
	40,581 km
	1,932 km (600 km altitude)

3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.46 ms (service and feeder links)

Scenario B: 270.73 ms (service link only)
	Scenario C: (transparent payload: service and feeder links)

· 25.77 ms (600km)

· 41.77 ms (1200km)

Scenario D: (regenerative payload: service link only)

· 12.89 ms (600km)

· 20.89 ms (1200km)

	Max differential delay within satellite coverage
	16ms
	4.44ms (600km)

6.44ms (1200km)

	Max differential delay within a beam
	1.6 ms
	0.65 ms (600km and 1200km)

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)

21ppm(1200km) 

	Max Doppler shift variation (earth fixed user equipment)
	0.000 045 ppm/s 
	0.27ppm/s (600km)

0.13ppm/s(1200km)

	User equipment motion on the earth
	1000 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)

Possibly 1000 km/h (e.g. aircraft)

	User equipment antenna types
	Omnidirectional antenna (linear polarisation), assuming 0 dBi

Directive antenna (up to 60 cm equivalent aperture diameter in circular polarisation)

	User equipment Tx power
	Omnidirectional antenna: UE power class 3 with up to 200 mW

Directive antenna: up to 4 W

	User equipment Noise figure
	Omnidirectional antenna: 7 dB

Directive antenna: 1.2 dB

	Service link
	3GPP defined New Radio

	Feeder link
	3GPP or non-3GPP defined Radio interface
	3GPP or non-3GPP defined Radio interface


NOTE 1:
Each satellite has the capability to steer beams towards fixed points on earth using beamforming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite

NOTE 2:
Max delay variation within a beam (earth fixed user equipment) is calculated based on Min Elevation angle for both gateway and user equipment

NOTE 3:
Max differential delay within a beam is calculated based on Max beam foot print diameter at nadir

NOTE 4:
Speed of light used for delay calculation is 299792458 m/s.

Partly omitted
7.1
Requirements and key issues 

7.1.1 
Delay

In order to reduce the standardization work, the table here below identifies the worst case NTN scenarios to be considered for the delay constraint.

Table 7.1-1: NTN scenarios versus delay constraints, Source [2]

	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35 786 km
	600 km

	Relative speed of Satellite wrt earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 10° for feeder link

	Typical Min / Max NTN beam foot print diameter at nadir (note 1) 
	100 km / 500 km
	50 km / 200 km

	Maximum Round Trip Delay on the radio interface between the gNB and the UE
	541.46 ms (Worst case)
	270.73 ms
	25.77 ms
	12.89 ms

	Minimum Round Trip Delay on the radio interface between the gNB and the UE
	477.48 ms
	238.74 ms
	8 ms
	4 ms

	Maximum Delay variation as seen by the UE

(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	

	
	

	Max rate of hand-over (FFS)
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design and radio resource management strategy in a given system.

NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario

NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given time

NOTE 4: Speed of light used for delay calculation is 299792458 m/s.


When several non-terrestrial network scenarios feature a maximum in terms of delay constraints, it is sufficient to study only one of these scenarios.

· NTN Scenario based on GEO with transparent payload for RTD and delay difference constraints

· NTN Scenario based on LEO with transparent payload and moving beams for the delay variation related constraint

As per the duplex mode:

· Down-prioritize TDD in this study item

· There is no TDD-specific timing requirements and solutions on layer 2 due to propagation delay.

7.2 

User plane enhancements 

Editor’s note: The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded

7.2.1 
MAC

Editor’s note: RAN2 will study impacts and possible enhancements to the following MAC functions including DRX, HARQ, Random Access procedure

Editor’s note: Discussion on 2-step RACH will be postponed until the procedures are more stable

Editor’s note: Both options (enhancing HARQ and disabling HARQ) will be studied

7.2.1.1
Random Access

7.2.1.1.1

4-Step RACH Procedure
7.2.1.1.1.1 RACH capacity evaluation

The Physical random-access channel (PRACH) provides a slotted aloha type of access. The PRACH preamble collision probability between contending system access attempts on a PRACH radio resource can be calculated as:

[image: image70.png]



Where M equals the number of configured access opportunities per second, and [image: image72.png]


 is the random-access arrival rate per second.

The random access capacity can be calculated by looking at the random access opportunities and how many preambles that are configured for each random access opportunities. If we denote the maximum number of PRACH opportunities per second as [image: image74.png]


, which is given by the PRACH configuration, such as preamble format, PRACH configuration index as well as whether the spectrum is paired/unpaired and whether it is for FR1 or FR2, as shown in Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38211. Furthermore the PRACH occasions may be FDMed by up to [image: image76.png]


 different location in frequency for the same PRACH occasion in time. Then the M as mentioned above is simply[image: image78.png]* Peonfigured * F



, where [image: image80.png]Peonfigured



 is the number of configured preambles available, where the maximum value is 64. 

The number of random access attempts supported per second is thus:

[image: image81.png]Ysupported = — In(1 — P(collision)) * M = —In(1 — P(collision)) * p * peonsigurea * F




The supported user densities is thus given by:

[image: image82.png]supported UE density = ———— —PE—
overage + RACH per second per UE




As an example, for PRACH configuration 27 the slots that are available in an SFN are the slots 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 giving 1000 PRACH opportunities per second. In the table below some more examples are given for FR1 paired:

	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image84.png]


)

	FR1 paired
	0
	0
	6,25

	FR1 paired
	0
	21
	200

	FR1 paired
	0
	27
	1000

	FR1 paired
	2
	41
	100


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 27, [image: image86.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~2390 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~100 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~17 UE/km2

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~14866 UE/km2

	26 000
	2.78 * 10-4 (= 1 time per hour per UE)
	~618 UE/km2

	26 000
	0.0017 (= 1 time per 10 min per UE)
	~101 UE/km2


As can be seen, if the use-cases of the UEs is such that many accesses to the cell is required, then the supported UE density will be relatively low.
7.2.1.1.1.2 4-step RACH enhancements for Non-Terrestrial Networks
Enhancement to preamble detection
Problem Statement

The large transmission delay in NTN results in differential delay experienced by two different UEs served by the same beam at a given time. As a result, the preambles sent by different UEs in the same RACH occasion may reach the network at different time. As shown in Figure 7.2.1.1.1.2-1, to make sure the network can receive preambles from all the UEs, the preamble receiving window should start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2].
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Figure 7.2.1.1.1.2-1. Preamble receiving window in NTN
When a preamble is received, the network needs to know which RO the preamble is related to in order to estimate the accurate timing advance. If the RO periodicity is not long enough, as shown in Figure 7.2.1.1.1.2-2, the preamble receiving windows for two consecutive ROs maybe overlapped with each other, making it difficult for the network to link the received preamble to the corresponding RO.
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Figure 7.2.1.1.1.2-2. Ambiguity on preamble reception at the network side
Possible Solution

(1) Proper PRACH configuration in the time domain. The interval between two consecutive RO should be larger than the maximum delay difference within the cell.

(2) Preamble division. Preambles should be divided in groups and mapped to different RO, such that ROs with separation less than maximum delay difference are always assigned with different preambles.

Frequency hopping can also be studied, e.g., network use frequency hopping of preambles to identify the RO based on the specific frequency band in which the preamble is received.

FFS on solutions related to 2-step RACH, e.g. indication in MsgA of 2 step RACH. For the case when 2-step RACH is used, assistance information, e.g., SFN index can be included in MsgA to help network link the received preamble to the corresponding RO. Solutions related to 2-step RACH can be studied when the 2-step RACH procedures are more stable.

Based on the NR Rel-15 specification, the ambiguity of preamble reception can only be avoided by solution (1), in which case network configures the time interval between two consecutive RO as a larger value than the maximum delay difference*2 within the cell, which is 3.2ms considering the worst case in GEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38.211, only limited PRACH configuration can meet the requirement on RO interval at time domain, which will impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image90.png]


)

	FR1 paired
	0
	19
	200

	FR1 paired
	0
	20
	200

	FR1 paired
	0
	21
	200


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 21, [image: image92.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~478 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~20 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~3 UE/km2


For LEO, the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell, which is 1.3ms considering the worst case in LEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38.211, only limited PRACH configuration can meet the requirement on RO interval at time domain, which will impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image94.png]


)

	FR1 paired
	0
	25
	500

	FR1 paired
	0
	26
	500


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 25, [image: image96.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~7433 UE/km2

	26 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~309 UE/km2

	26 000 
	0.0017 (= 1 time per 10 min per UE)
	~51 UE/km2


Based on the table above, it can be observed that the solution to avoid preamble reception ambiguity by configuring the time interval between two consecutive RO as a larger value than the maximum delay difference within the cell will decrease the RACH capacity.

In NR Rel-15, the Random Access Channel(s) (RACH) capacity is usually evaluated per cell level. In NTN, a satellite cell may be covered by one or more beams and the maximum differential delay within a cell is closely related to the number of beams. To simplify the analysis, the impact on RACH capacity by adopting solution (1) has been analysed with the assumption that a satellite cell is covered by only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam. FFS on the maximum differential delay and the impact on RACH capacity by adopting solution (1) for the multi-beam scenario in which a satellite cell is covered by more than one beam.
Enhancement to random access response window
Problem Statement 
After transmitting the Random Access Preamble (Msg1), the UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2). The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If more than a certain number of preambles have been sent, a random access problem will be indicated to upper layers. [TS 38.321] 

In terrestrial communications, the RAR is expected to be received by the UE within a few milliseconds after having sent the preamble. In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the specified time interval. Therefore, the behaviour of ra-ResponseWindow should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios.


In addition to delaying the start of ra-ResponseWindow, it is worth considering whether an extension of ra-ResponseWindow is necessary to support NTN. In NR Rel-15, the RAR window is configured per cell for initial access. To simplify the analysis, the random access window extension issue in this section have been analyzed with the assumption that a satellite cell is covered by only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam. FFS on the maximum differential delay and the random access window extension issue for the multi-beam scenario in which a satellite cell is covered by more than one beam.

In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the time interval, of ra-ResponseWindow, having values specific to terrestrial networks.

For UE with UE location information, if the exact round trip delay can be estimated as an offset to delay the ra-ResponseWindow, there appears to be no need for extending the ra-ResponseWindow. FFS the offset is configured by network or derived by UE based on the estimated round trip delay.

For UE without UE location information, the exact round trip delay cannot be estimated to help decide an accurate offset to delay the start of the RAR window. 

Figure 7.2.1.1.1.2-3 illustrates a worst case in which a UE with minimum one way transmission delay and a UE with maximum one way transmission delay (e.g. locates at cell edge) initiate random access using the same time-frequency resource. 
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Figure 7.2.1.1.1.2-3. RAR window in NTN
Assuming the configured offset to delay the start of the RAR window equals to 2* minimum delay and neglecting the process delay between reception of preamble and transmission of RA Response at gNB side, it can be observed that the RAR monitoring duration shall cover at least 2*maximum differential delay. Otherwise RAR for UE will fall out of RAR window. The maximum differential delay is defined as maximum one way delay minus minimum one way delay. Furthermore, time flexibility is required for the NW to schedule the RARs which means several milliseconds should be added on top of the 2*maximum differential delay.
Note that the maximum differential delay within one beam-footprint is 1.6ms for GEO-NTN and 0.65ms for LEO-NTN but the RAR window is configured per cell level for initial access. For UE without UE location information, if the 2*maximum differential delay within a cell is larger than 10ms, RAR window should be extended, otherwise there is no need to extend the RAR Window in NTN.
Enhancement to contention resolution timer
Problem Statement

When the UE sends an RRC Connection Request (Msg3), it will monitor for Msg4 in order to resolve a possible random-access contention. The ra-ContentionResolutionTimer starts after Msg3 transmission. The maximum configurable value of ra-ContentionResolutionTimer is large enough to cover the RTD in NTN. However, to save UE power, the behavior of ra-ContentionResolutionTimer should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN.
Enhancement to timing advance

Problem Statement

Timing Advance (TA) is used to adjust the uplink frame timing relative to the downlink frame timing. As shown in Figure 7.2.1.1.1.2-4 (b), the DL and UL timing is aligned at gNB with timing advance. The timing advance is twice the value of the propagation delay. Different UEs usually have different timing advance.
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Figure 7.2.1.1.1.2-4. Timing alignment at gNB side
The timing advance is derived from the UL received timing and sent by the gNB to the UE. UE uses the timing advance to advance/delay its timings of transmissions to the gNB so as to compensate for propagation delay and thus time align the transmissions from different UEs with the receiver window of the gNB. There are two possible ways for gNB to provide timing advance to UE:

(1)Initial timing advance during random access procedure: gNB derives the timing advance by measuring the received random access preamble and sends the value to UE via the Timing Advance Command field in MAC RAR [TS 38.321].
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Figure 7.2.1.1.1.2-5. MAC RAR

In NR, Uplink frame number for transmission from the UE shall start 
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[image: image101.emf]Downlink frame i

Uplink frame i


Figure 7.2.1.1.1.2-6. Uplink-downlink timing relation


[image: image102.wmf]offset

TA

N

,

 is provided in SIB1 with the following possible values:

n-TimingAdvanceOffset         ENUMERATED { n0, n25600, n39936 }        OPTIONAL, -- Need S
In case of random access response, a timing advance command, 
[image: image103.wmf]A

T

 for a TAG indicates 
[image: image104.wmf]TA

N

 values by index values of 
[image: image105.wmf]A

T

 = 0, 1, 2, ... , 3846, where an amount of the time alignment for the TAG with SCS of 
[image: image106.wmf]15

2

×

m

kHz is 
[image: image107.wmf]m

2

/

64

16

×

×

=

A

TA

T

N

. 
[image: image108.wmf]TA

N

 is defined in [TS 38.211] and is relative to the SCS of the first uplink transmission from the UE after the reception of the random access response.
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The maximum timing advance in NR which can be compensated during initial access is calculated in the following Table 7.2.1.1.1.2-1:

Table 7.2.1.1.1.2-1. Maximum timing advance compensated during initial access for different SCS
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(2)Timing advance refinement in RRC_CONNECTED: gNB derives the timing advance by measuring the UL transmission and refines the timing advance via the Timing Advance Command MAC CE.
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Figure 7.2.1.1.1.2-7. Timing Advance Command MAC CE

The timing advance command, 
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The maximum timing advance which can be adjusted via Timing Advance Command is calculated in the following Table 7.2.1.1.1.2-2:

Table 7.2.1.1.1.2-2. Maximum timing advance adjusted via Timing Advance Command
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 EMBED Equation.3  [image: image125.wmf]m
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As mentioned above, the timing advance is twice the propagation delay. In NTN, the maximum round trip delay is 541.46ms for GEO and 25.77ms for LEO. The timing advance in NR as calculated in Table 7.2.1.1.1.2-1 and Table 7.2.1.1.1.2-2 is far from sufficient. Solutions for both UE with and without GNSS-capabilities should be considered.

Possible Solutions

As shown in Figure 7.2.1.1.1.2-8, the value of common TA is determined by d0 for regenerative payload and d0+d0_F for bent-pipe payload while the value of UE specific TA is determined by d1-d0. 
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Figure 7.2.1.1.1.2-8. Common TA and UE specific TA calculation

For UE without UE location information, broadcasting a common TA for NTN or extending the value range of the existing TA offset broadcast in system information is the baseline for initial timing advance during random access procedure in NTN. FFS on compensating the common TA at network side by implementation. The UE specific TA is compensated via Timing Advance Command field in random access response.

For UE with UE location information, FFS if and how the UE can estimate and apply the initial timing advance, including the information that will be required by the UE, e.g., dynamic information of each satellite beam/cells time distribution, or the beam distance to cell/coverage nadir centre in case of multi-beam/cell scenario.

7.2.1.1.2

2-Step RACH Procedure

Editor’s note: 2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed

-------------------------------------------------------------End of TP -------------------------------------------------------------------
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