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1. Introduction
In the past RAN2 meetings, there were some agreements for fast MCG recovery [1][2].

Agreements for MCG fast recovery:
0	MCG fast recovery targets all MRDC architecture options
1:	When MCG failure occurs, UE follows SCG failure-like procedure:
i.	UE does not trigger RRC connection re-establishment. 
ii.	UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.
2: 	MCG fast recovery targets the following use cases MCG leg RLF
FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 
3	MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 
4	MCG failure indication should include:
	i.	Available measurement results of MCG
	ii.	MCG link failure cause
	iii.	Available measurement results of SCG
	iv.	Available measurement results of non-serving cells
5: 	For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
6: 	SCG leg of the split SRB1 can be used for MCG fast recovery. 
FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1

7:	New SRB is not introduced for MCG fast recovery.

Agreements 
FFS Whether a guard timer is needed for the MCG failure indication message
1	Once the MCG failure indication is triggered, the UE shall:
-	transmit the MCG failure indication;
−	suspend MCG transmission for all SRBs and DRBs;
−	reset MCG-MAC;
−	maintain the current measurement configurations from both the MN and the SN, and continue measurements based on configuration from the MN and the SN if possible.
FFS whether switch the primaryPath to SCG is needed

2	If SCG failure is detected while MCG is suspended then initiate RRC re-establishment procedure 
3	Upon receiving the MCG failure indication, the MN sends reconfiguration with sync or RRC Release to the UE via SRB1.
4	Upon reception of reconfig with sync, the UE resumes MCG transmission if suspended

In this contribution, we discuss how to initiate the fast MCG recovery procedure and provide our views.
2. Discussion
2.1	Primary path switch to SCG
Throughput this contribution, we consider only split SRB based recovery, but not SRB3 based.
When the UE is configured with the split SRB, PDCP duplication for UL may or may not be configured (and activated). If the PDCP duplication is configured, there is no need to switch the primary path to SCG. The UE can send the MCG failure indication via SCG leg of split SRB.
When the UE is not configured with the split SRB, it is currently FFS whether to switch the primary path to SCG or not. Regardless of the need of switching, it is clear that what the UE should do is to send the MCG failure indication via SCG leg of split SRB. 
To achieve this, there may be no need to introduce primary path switching upon MCG failure. This is because the MCG failure indication is only happening upon the MCG link failure (i.e. SCG RLF at this moment) and such indication is not a task of the primary path. In addition, although the primary path is always set to MCG, the UE is configured with the UL configuration (e.g. RLC-Config) necessary for sending SRB via SCG leg, which is configured either together with the DL configuration for split SRB or by default configuration. There is one issue in PDCP that how the PDCP knows this (i.e. MCG failure indication) is to be provided to the secondary RLC entity. This may cause (relatively) big impact to the UE.
On the other hand, if the primary path is switched to SCG, any other signalling than the MCG failure indication shall not be sent over SCG leg. However, this is easy to handle in RRC. Regarding the UL configuration for SCG leg, it is the same as no switching case above and there will be no problem. There seems to be less impact than no primary switch option.
Proposal 1: The UE is required to switch the primary path of split SRB to SCG in order to send the MCG failure indication via SCG leg of split SRB.

2.2	Initiation of fast MCG recovery
In order to apply the fast MCG recovery via SCG leg of split SRB, remaining questions in stage 2 are 1) who decides its usage and 2) how to indicate to the UE.
Regarding the decision of applying fast MCG recovery, the MN should have a task to decide whether the UE should perform the fast MCG recovery or the re-establishment. One potential question is whether to inform or ask the SN about it in advance, e.g. at SN addition procedure. This is because the recovery steps also involve the SN (SCG leg) and thus the SN may need to be aware of this procedure. It can be assumed that the SN would just forward the RRC message from MN via spit SRB to the UE and further details can be discussed in RAN3.
Regarding the indication to the UE, it may be done by explicit signalling or implicitly. The explicit signalling is to introduce one bit flag, which is set to true when the fast recovery is applied. Instead, the configuring the split SRB may implicitly mean to apply the fast recovery for UEs supporting the fast recovery. Both approaches will work. As the explicit signalling enables the MN to have a choice of configuring the split SRB but not using the fast recovery, we prefer the explicit signalling.

Proposal 2: The MN decides whether the fast MCG recovery is applied upon the MCG failure (RLF) and explicitly indicates by RRC signalling, if applied.

3. Conclusion
In this contribution we discussed further details of the fast MCG recovery and reached to the following proposals.

Proposal 1: The UE is required to switch the primary path of split SRB to SCG in order to send the MCG failure indication via SCG leg of split SRB.
Proposal 2: The MN decides whether the fast MCG recovery is applied upon the MCG failure (RLF) and explicitly indicates by RRC signalling, if applied.
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