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1	Introduction
Short latency can be provided in NR through CS resources and/or large numerologies. But because those techniques are costly to provide, logical channel restrictions were introduced: the mapping of logical channels on CS resources and/or different numerologies is controlled by the network [38.321]. This contribution explains why such a strict mapping is not the most optimal for overall system operation.
It is a resubmission of R2-1802503 for which some interest was expressed at RAN2#101.
2	TCP Slow Start
To avoid network congestion, TCP sender always maintains a window (congestion window) such that the number of packets in flight do not exceed the receiver’s ability to receive the packets. TCP flow control has two stages: one is the slow start stage (or the exponential growth stage) and the second is the congestion avoidance stage (or the linear stage). Furthermore, a TCP connection starts with a slow start period during which the congestion window size is effectively doubled with each TCP acknowledgement received. The window is increased until it reaches a threshold (called slow start threshold) or until a packet is lost. After reaching the threshold the window size is increased linearly with each TCP acknowledgement received. With shorter latency and shorter RTT, the receiver can acknowledge TCP packets faster, which then enables a faster increase in the TCP window size: a reduced UL latency can have a large impact on TCP DL performance. But as observed during the Rel-14 studies on Latency Reduction [RP-150465] [TR 36.881], because a shorter latency also increases overhead, the overall effect is not always significant for the user or can be even detrimental to the system:
-	As explained by Ericsson in R2-153489, since the initial window size for each TCP connection is very small and the increase steeper for each size increment, the effect of latency reductions for both RTT and HARQ RTT are more considerable for the slow start phase. This is important, as the impact is large for small file sizes, especially where the slow start period last for the entire duration of the file.
-	System level simulations provided by Intel in R2-153292 show that for higher size FTP download using TCP, the user perceived throughput may be degraded in the shorter TTI if additional L1/L2 overhead is high.
-	Further system level simulations provided by Nokia in R2-153223 also show that potential gain from having shorter TTI depends on how much L1/L2 overhead is assumed and the load of the cell.
Thus, for TCP traffic, a shorter latency is mostly beneficial during the slow start phase. Once the TCP connection is running full speed, those techniques can become detrimental to the overall system operation. Unfortunately, the fixed LCP restrictions do not allow shorter latency techniques to be used only during the slow start phase. 
Observation 1: the fixed LCP restrictions does not allow shorter latency techniques to be used only during the slow start phase of TCP.
3	Congestion
In high load situation where the gNB does not have enough resources to allocate “fast grants” to all UEs, no data from the logical channel of the highest priority will be transmitted on “slower grants” due to the fixed nature of the restriction. This becomes especially problematic in high load situation where the gNB may not have enough resources to allocate “fast grants” to all UEs.
Observation 2: the fixed LCP restrictions may block high priority traffic in high load situations.
4	Mobility
Another problematic scenario occurs when numerology restrictions are configured for the UE, e.g., such that LCH1 shall use only numerology1 and LCH2 shall use only numerology2. These could be employed in different frequency carriers – low frequency and high frequency carriers, respectively. For instance, when the high frequency carrier gets blocked by an obstacle, LCH2 cannot be mapped to a numerology1 grant without RRC reconfiguration. This may take too long time to fulfil configured QoS requirements for the service of LCH2. The gNB could choose to use lower frequency instead for LCH2 in such situation with more conservative resource allocation which requires less HARQ retransmissions to achieve the same latency as on higher frequency, but it would require RRC signalling to remove the restriction to make numerology 1 usable for LCH2. Furthermore, once the high frequency carrier is again un-blocked, it would require another RRC reconfiguration to restore the earlier configuration if NW so desires.
Observation 3: the fixed LCP restrictions may block high priority traffic during mobility events.
5	Dynamic Restrictions
Based on the observations above, the LCP restrictions introduced in NR need to be more dynamic. For TCP traffic, a timer or a data volume threshold could be used:
-	timer: large numerologies and CS resources can only be used during x ms.
-	data volume threshold: large numerologies and CS resources can only be used when the first y bytes are being transmitted.
To cope with congestion and mobility events, an ON/OFF command could be introduced.
By relaxing the mapping restrictions, all TCP traffic can benefit from CS resources and large numerologies but without having to design the system to support all data traffic via CS resources and large numerologies: TCP slow start is minimised without having to over dimension the provision of CS resources and large numerologies. In addition, relaxing the mapping restrictions guarantees that high priority traffic will never be blocked due to congestion or mobility events.
Proposal: relax the mapping restrictions in LCP so that they can be dynamic in time.
4	Conclusion
This contribution has made the following observations:
Observation 1: the fixed LCP restrictions does not allow shorter latency techniques to be used only during the slow start phase of TCP.
Observation 2: the fixed LCP restrictions may block high priority traffic in high load situations.
Observation 3: the fixed LCP restrictions may block high priority traffic during mobility events.
And suggested the following:
Proposal: relax the mapping restrictions in LCP so that they can be dynamic in time.




