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Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]One objective of the IIoT WID, revised in RAN#84 [1], is to specify means to address conflicts between overlapping PUSCH and SR-PUCCH transmissions:
	2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· […]
· Address UL data/control and control/control resource collision by:
· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].


This issue was not treated in RAN2#106 and was addressed in an email discussion to this meeting [2]. In this contribution, we address this topic through the following aspects:
· General framework (prioritization in MAC? PHY? Both?)
· Timeline and prioritization rules
Discussion
General framework
Unlike for the data/data prioritization, no DCI can indicate a priority for the SR since it is UE-initiated. Hence, the SR/PUSCH prioritization necessarily involves MAC to at least, determine the priority of an SR.
Observation 1: SR/PUSCH prioritization necessarily involves MAC to at least, determine the priority of an SR.
For MAC-based prioritization, the SI mentioned the following possible prioritization criterion for MAC [3]:
	For resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic, the current specifications of Rel-15 refrains transmission of SR by always prioritizing UL-SCH, which may cause a delay for the SR transmission and may ultimately result in failure to meet the QoS requirement of high-priority traffic. Possible solutions include to define a prioritization handling rule to determine whether to transmit SR or PUSCH based on e.g. the priority of the LCH which triggers the SR and priorities of the data to be transmitted on the PUSCH resource.


No further progress was achieved during the WI phase on this issue. In the meantime RAN1 concluded the following in RAN1#97:
	Working assumption:
Support that SR priority (e.g. high or low priority) is known at PHY layer. 
· FFS how to use the priority information in handling prioritization/multiplexing of UL transmissions. 
· FFS how the SR priority is known


From the above it is not clear yet how RAN1 intends to use the SR priority provided from MAC, and if it would result in dropping the SR. In one option [4], MAC always delivers both SR and PDU to PHY along with their priorities and PHY performs prioritization. However, for the same reasons elaborated in [5] for data/data prioritization, we do not support this approach as it forces MAC to always deliver the colliding MAC PDU to PHY, with same drawbacks as for data/data:
· Dropped PDUs (at least for dynamic grants) can only be recovered by HARQ retransmissions (same HARQ process), although no initial transmission occurred, thus imposing unnecessarily additional latency due to HARQ RTT;
· The initial transmission didn’t happen which requires a special treatment of the “re-transmission” at the receiver (no combining should be done), thus increasing gNB complexity;
· It consumes unnecessary PDCCH load
· Any MAC CEs included in the dropped PDU may become outdated
Observation 2: MAC PDU delivery to PHY to be further dropped due to PUSCH de-prioritization should be avoided as much as possible.
Moreover, when MAC delivers an SR to PHY it also increments the SR_COUNTER and starts the sr-ProhibitTimer. Further dropping the SR in PHY will not reflect the correct state of the above counter thus potentially triggering abnormally UL re-establishment, and prohibiting the (still) pending SR to be sent quickly after dropping. 
Observation 3: SR delivery to PHY to be further dropped due to SR de-prioritization should be avoided as much as possible as it abnormally increments the SR_COUNTER and starts the sr-ProhibitTimer thus further delaying the SR transmission.
The above issue can be circumvented if RAN1 UCI multiplexing/prioritization timelines allows MAC to have visibility on those when the SR is triggered. In which case, MAC may take those into account to avoid unnecessary SR triggers. We take below an example capturing in MAC the case where an SR is dropped by a higher priority HARQ-ACK according to PHY procedure, in which case MAC does not deliver the SR:
	[…]
2> if the PUCCH resource for the SR transmission occasion does not overlap with a UL-SCH resource:
2> if the PUCCH resource for the SR transmission occasion does not overlap with a PUCCH resource carrying an HARQ-ACK report of higher priority (TS38.213 Section xxx) than the SR and which format cannot multiplex both the SR and the HARQ-ACK report (TS38.213 Section yyy):
3>  if SR_COUNTER < sr-TransMax:
4>  increment SR_COUNTER by 1;
4>  instruct the physical layer to signal the SR on one valid PUCCH resource for SR;
4>  start the sr-ProhibitTimer.
3>  else:
[…]


Observation 4: PHY UCI multiplexing and prioritization can be made visible to MAC specification thus preventing unnecessary SR delivery.
Based on the above discussion, we propose the following SR/PUSCH prioritization framework:
Proposal 1: MAC handles prioritization and delivers either the MAC PDU or the SR if the prioritization happens before the PDU is assembled.
Proposal 2: Otherwise (prioritization happens after the PDU is assembled) MAC may prioritize the SR and deliver it to PHY.
Proposal 3: From PHY perspective, in case it receives both a MAC PDU and an SR with overlapping resources, it considers the SR is prioritized.
Timeline
Since it does not involve the network, no minimum processing time is defined in RAN1 specification for the deadline for MAC to deliver an SR to PHY, which is then left to UE implementation. However, in Rel-15, MAC instructs the physical layer to signal the SR at the condition that “the PUCCH resource for the SR transmission occasion does not overlap with a UL-SCH resource”. This means Rel-15 MAC model is not expected to trigger any SR in advance to PHY. On the contrary, it triggers it at the last possible time where UE can receive an UL grant that could overlap with the SR-PUCCH occasion (SR-PUCCH end – Tproc,2):


Figure 1: Rel-15 timeline for triggering an SR to PHY
Observation 5: In Rel-15 MAC does not trigger an SR to PHY earlier than (SR-PUCCH end – Tproc,2).
For prioritization purpose, we consider the two cases:
Case 1: The SR was triggered after the MAC PDU for PUSCH was assembled.
Case 2: The SR was triggered before the MAC PDU for PUSCH was assembled.
[bookmark: _Ref7706411]Case 1: The SR was triggered after the MAC PDU for PUSCH was assembled
[bookmark: _GoBack]In this case the PUSCH does not include a BSR reflecting the buffer status of the LCH that triggered the SR[footnoteRef:1]. If the PUSCH is prioritized, neither the SR nor the BSR can be sent in this slot. Since waiting for the next SR occasion on PUCCH might not be acceptable for the triggering LCH, the on-going PUSCH transmission might be cancelled in favour of the PUCCH-SR. It should be further noted that in this case, the BSR can only be sent as a follow-up of an SR procedure occurring either in preemption of the current PUSCH transmission or after it. In both cases, both the latency and reliability criterions for sending the BSR are under scheduler control, upon receiving the SR. Hence, for this Case 1, the only criterion for running the prioritization, from MAC perspective, is the priority of the LCHs involved in the collision. [1:  Note this also includes the case where the SR was triggered before the processing deadline for assembling the PUSCH but the PUSCH is for a re-transmission.] 

Proposal 4: LCH-priority criterion is used for the SR/PUSCH prioritization rule when the SR was triggered after the MAC PDU for PUSCH was assembled. 
Case 2: The SR was triggered before the MAC PDU for PUSCH was assembled
This may correspond e.g. to the case where the PUSCH resources do not meet the LCP mapping restrictions configured for the logical channel that triggered the BSR Error! Reference source not found. or when the PUSCH was scheduled after the SR was triggered. In this case, there are two options:
· Option 1: Embed the BSR in PUSCH (and prioritize PUSCH)
· Option 2: Send the SR (prioritize PUCCH-SR)
This choice could as well be done based on priorities assuming eMBB and URLLC logical channels are configured with low and high priority respectively, the above priority-based solution (Section 2.2.1) could work to handle the prioritization.
However, IIoT brings as new requirement the need to handle co-existing URLLC traffics with, e.g. different latency requirements for similar priority requirements. An example is shown in the below table from [6], where three services potentially handled by the same device have as high availability requirements for different latency and payload requirements. Moreover, in TSN networks, QoS is typically handled by IEEE802.1Qbv/Qcc scheduler, which can only set up to 8 priorities (due to 802.1Q tag limitation). Therefore 5GS will likely see flows with same priorities but from different services with different latency/reliability requirements. 
Extract of Table 5.2-1 of [6]: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2)
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	# of UEs
	Service area 
(note 3)
	Remarks

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2)

	NOTE 1:	One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.
NOTE 2:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 3:	Length x width (x height).



Observation 6: The LCH priority is not sufficient to differentiate – alone – the several URLLC LCHs co-existing in a 5GS bridge.
Besides, it should be noted that in Rel-15, it is already the case that an SR is only triggered if an upcoming PUSCH does not meet the LCP mapping restrictions configured for the logical channel that triggered the BSR, independently of any priority consideration [7].  
Observation 7: Rel-15 NR condition for SR triggering in presence of PUSCH is based on LCP mapping restrictions, not priorities.
From the above, we think the case where the SR was triggered before the MAC PDU for PUSCH was assembled should be addressed consistently with legacy approach for triggering the SR, which is also better suited for addressing the co-existence of URLLC channels in IIoT. In other words, the PUCCH-SR is prioritized over the PUSCH (Option 2) if the PUSCH resources do not meet the LCP mapping restrictions configured for the logical channel that triggered the BSR/SR. Otherwise the BSR is embedded in the PUSCH (Option 1).
Observation 8: The legacy condition for triggering the SR, based on LCP mapping restrictions is also better suited for addressing the co-existence of URLLC channels in IIoT than the priority-based solution.
Based on the above discussion we propose:
Proposal 5: LCP mapping restrictions are used for the SR/PUSCH prioritization rule when the SR was triggered before the MAC PDU for PUSCH was assembled.
Proposal 6: When the SR was triggered before the MAC PDU for PUSCH was assembled, the PUCCH-SR is prioritized over the PUSCH if the PUSCH resources do not meet the LCP mapping restrictions configured for the logical channel that triggered the BSR/SR.
Conclusion
This contribution discussed key aspects of the SR/PUSCH prioritization, resulting in the following observations and conclusions:
Observation 1: SR/PUSCH prioritization necessarily involves MAC to at least, determine the priority of an SR.
Observation 2: MAC PDU delivery to PHY to be further dropped due to PUSCH de-prioritization should be avoided as much as possible.
Observation 3: SR delivery to PHY to be further dropped due to SR de-prioritization should be avoided as much as possible as it abnormally increments the SR_COUNTER and starts the sr-ProhibitTimer thus further delaying the SR transmission.
Observation 4: PHY UCI multiplexing and prioritization can be made visible to MAC specification thus preventing unnecessary SR delivery.
Proposal 1: MAC handles prioritization and delivers either the MAC PDU or the SR if the prioritization happens before the PDU is assembled.
Proposal 2: Otherwise (prioritization happens after the PDU is assembled) MAC may prioritize the SR and deliver it to PHY.
Proposal 3: From PHY perspective, in case it receives both a MAC PDU and an SR with overlapping resources, it considers the SR is prioritized.
Observation 5: In Rel-15 MAC does not trigger an SR to PHY earlier than (SR-PUCCH end – Tproc,2).
Proposal 4: LCH-priority criterion is used for the SR/PUSCH prioritization rule when the SR was triggered after the MAC PDU for PUSCH was assembled. 
Observation 6: The LCH priority is not sufficient to differentiate – alone – the several URLLC LCHs co-existing in a 5GS bridge.
Observation 7: Rel-15 NR condition for SR triggering in presence of PUSCH is based on LCP mapping restrictions, not priorities.
Observation 8: The legacy condition for triggering the SR, based on LCP mapping restrictions is also better suited for addressing the co-existence of URLLC channels in IIoT than the priority-based solution.
Proposal 5: LCP mapping restrictions are used for the SR/PUSCH prioritization rule when the SR was triggered before the MAC PDU for PUSCH was assembled.
Proposal 6: When the SR was triggered before the MAC PDU for PUSCH was assembled, the PUCCH-SR is prioritized over the PUSCH if the PUSCH resources do not meet the LCP mapping restrictions configured for the logical channel that triggered the BSR/SR.
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