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Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]One objective of the IIoT WID, revised in RAN#84 [1], is to specify means to address conflicts between overlapping PUSCH transmissions, aka data/data prioritization:
	2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


In RAN#106, the issue of equal-priority was not discussed due to lack of time. This contribution addresses this issue.
Discussion
In case of CG/DG prioritization, [3][4] propose to stick to Rel-15 i.e. always prioritize the DG. However, in the usecase shown in Figure 1, LCP restrictions allow both low and high priority LCHs to go in both grants. No new data arrives in between t1 and t2 hence the same high priority channel is served by both grants so the prioritization rule running after receiving the DCI results in equal priority for both grants. But then it makes no sense to pre-empt the CG by the DG to send the very same LCH, or even another LCH but with equal priority.


[bookmark: _Ref14882940]Figure 1: Example where a DG pre-empts an earlier CG although they carry the same LCH
Proposal 1: In case of equal-priority, and the same highest priority LCH would be carried in both grants, the PUSCH allocation of an already assembled PDU is not pre-empted by a later (but overlapping) PUSCH allocation.
A consequence of the above is:
Proposal 2: In case of equal-priority, the UE should not apply the legacy Rel-15 rule that dynamic grant is always prioritized over the configured grant.
So we are now looking at an appropriate rule to apply in case of equal-priority.
We believe that, compared to Rel-15, one of the goals of Rel-16 IIoT is to properly serve co-existing URLLC services. Table 5.2-1 of TS22.104 [5] provides a list of performance requirements associated with various periodic deterministic communication services, an extract of is given below. Some may co-exist for a given application e.g. the first three rows of the table are for three different usecases of the Motion Control application. Moreover, the 5GS UE may be attached to a device supporting simultaneously a sensor and a motion controller, hence concurrent motion control and control-to-control communication services. On the other hand, 802.1Q supports 8 priority levels that 5GS should also map onto 8 priority levels for fair QoS serving and enforcement. And compared to other less stringent services coexisting in the UE (eMBB, periodic reports, etc) such critical flows are expected to be mapped onto a high(est) priority of the 8 levels of 802.1Q. Then, equal priority handling will not be a marginal case. However, as can be observed from the table, there are significant variations in both the reliability (service availability) and latency (transfer interval) requirements of these high-priority flows. Therefore, we believe the most secure scheduling policy in case two grants with equal priority have colliding allocations, is to prioritize the grant carrying the LCH with tightest PUSCH duration and/or MCS mapping restriction(s).
Extract of Table 5.2-1 of [5]: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2)
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	# of UEs
	Service area 
(note 3)
	Remarks

	99,999 % to 99,99999 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	…
	
	
	
	
	
	
	
	
	
	

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)



An example is given in Figure 2, which is similar to the usecase of Figure 1 but now with equal-priority LCHs with different LCP mapping restrictions: one LCH can be mapped on short and long PUSCH, while the other LCH can only be mapped onto short PUSCH. Then, when short PUSCH comes, it should pre-empt the on-going long PUSCH otherwise the latency of the short PUSCH LCH will not be satisfied.


[bookmark: _Ref14885959]Figure 2: Equal priority handling by prioritizing the grant serving the LCH with shortest PUSCH LCP restriction – example 1
Yet another example is provided in Figure 3 but with no consecutive prioritization runs: in this case, both grants and associated allocations are known ahead of the first allocation and there is no new data arrival after that. A prioritization rule is then run at the processing deadline of the earlier allocation [2]. The prioritization rule results in equal priority, but the LCP restriction of one of the LCHs with the highest priority only allows it to go in the shortest allocation. For the same reasons as above, the short PUSCH should be prioritized otherwise the latency of the short PUSCH LCH will not be satisfied.


[bookmark: _Ref14886344]Figure 3: Equal priority handling by prioritizing the grant serving the LCH with shortest PUSCH LCP restriction – example 2
Above examples advertise prioritizing the LCH with toughest latency requirements, however similar reasoning holds with reliability so we generalize the criterion to the “tightest LCP mapping restrictions”:
Proposal 3: In case of equal-priority, but LCHs with different LCP restrictions in the different grants, the grant carrying the LCH with tightest LCP mapping restrictions is prioritized.
Conclusion
This contribution discussed the issue of equal-priority handling and concluded on the following:
Proposal 1: In case of equal-priority, and the same highest priority LCH would be carried in both grants, the PUSCH allocation of an already assembled PDU is not pre-empted by a later (but overlapping) PUSCH allocation.
Proposal 2: In case of equal-priority, the UE should not apply the legacy Rel-15 rule that dynamic grant is always prioritized over the configured grant.
Proposal 3: In case of equal-priority, but LCHs with different LCP restrictions in the different grants, the grant carrying the LCH with tightest LCP mapping restrictions is prioritized.
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