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1. Introduction
This paper addresses following aspects related to MCG failure recovery.
2. Discussion
To achieve the fast recovery for a UE configured with MR/NR-DC, an intuitive idea upon the MCG failure is to continue the data delivery via the SCG leg as long as it is alive. The UE initiates the RRC re-establishment procedure, only if both MCG and SCG links are lost. As the first step, the followings are proposed:

Proposal 1:
Upon MCG failure, an MR-DC UE continues to receive and transmit C/U-plane data via the SCG leg, as long as the UE experiences SCG failure as well.

Proposal 1a:
If the MR-DC UE experiences both MCG failure and SCG failure, the UE initiates the RRC re-establishment procedure.

In the last meeting, it was agreed that UE transmits MCG failure information to NW via living leg as for SCG failure case. Similarly, we think that following other behaviours related to SCG failure can be utilized to MCG failure case. 

Proposal 2:
Upon MCG failure, the UE suspends MCG transmissions for all radio bearers, instead of triggering re-establishment.

Proposal 2a:
The UE maintains the current measurement configurations from both the MN and the SN and the UE continues measurements based on configuration from the MN and the SN if possible.

Since the primary path of the SRB split bearer is restricted to MCG leg [1], it should be natural consequence that UE changes primary path of SRB from MCG leg to SCG leg by UE itself. 
Proposal2b: PDCP changes the primary path of SRB1 by UE itself

One possible further consideration is to generalize for all the split bearers and S-RLF. When MCG-RLF failure happens, it is assumed that all the UL transmissions toward MCG are suspended for all the radio bearers. We think that as long as SCG leg is still alive, it should be possible to change the UL transmission by UE itself for all the split bearers. Also, this UL primary path change should be applicable to the case where “one leg of split bearer is down” generally. In NR-PDCP spec, the procedure text of UL PDCP PDU is quite generalized to support any types of bearers and specific restriction is specified in parametric way in TS38.331, e.g. only infinity is allowed for ul-DataSplitThreshold of SRBs which means that only one leg can be used for SRB always. If we differentiate the cases to which path change behaviour is applies, the procedure text of PDCP spec might be quite complex with many conditions. Thus, we can specify the primary path change upon MCG-/SCG RLF in PDCP in generic way. 
Proposal2c: The UE autonomous primary path change is supported for all the split bearers and S-RLF failure. 

In [1][2], one problem was raised. If UE has unacknowledged PDCP PDU for SRB before transmitting the MCG failure reporting, this may result in the delay to process the failure report at NW side. This is because since there can be possible PDCP SN gap due to the un-reached PDCP SDU for SRB, NW may wait for the missing PDU until PDCP reordering timer expiry. The most straight forward solution is that UE re-transmits such unacknowledged PDUs to fullfill the PDCP SN gap. This can be achieved by PDCP data recovery. Also, again, this kind of UE autonomous behaviour will be beneficial for all the split bearers to improve performance and simplify the spec and S-RLF. Thus, following is proposed:
Proposal3: The UE triggers PDCP data recovery upon detection of RLF (including S-RLF).
The NW side handling of MCG failure seems similar to the SCG failure handling. For instance, the MN can decide to change PCell to the other cell via intra-RAT handover. Alternatively, the MN can decide to set the current SCG to MCG by performing inter-RAT handover. Of course, the NW can also decide to keep it, as long as the SCG leg is alive. The following is proposed:

Proposal4:
The MN can decide to keep the MCG, or to change MN/MCG by intra-RAT handover within the same RAT or by inter-RAT handover to the other RAT

In several papers [3-6], it was proposed to introduce a new timer to giving up the MCG fast recovery. Specifically, UE starts the new timer upon the MCG failure indication and triggers RRC connection re-establishment procedure when the timer is expired without receiving the response from NW. We think that NW can have responsible to response to recover MCG as early as possible when MCG failure message is reached at NW as for SCG failure. When the failure message is not reached at NW, e.g. due to the bad quality of SCG link, UE will anyway declare SCG failure which can triggers RLF in both links and triggers RRC connection re-establishment in the end. Thus following is proposed:
Proposal4a: Not introduce a new timer to trigger RRC connection re-establishment due to absence of the response to the MCG failure message. 
Whilst Proposal4 leverages the existing mobility procedure, a new procedure could be envisaged such that the UE by itself initiates the procedure to recover the MCG leg. Like the re-establishment procedure, upon MCG failure, the UE performs cell selection. Upon a suitable cell is found, the UE initiates to recover the MCG leg. While the UE is recovering the MCG leg, the UE can receive and transmit C/U-plane data via SCG leg. The details need to be investigated for further. Hence, the following is proposed:

Proposal 5:
The necessity of UE initiated MCG recovery procedure upon MCG failure should be investigated for further.
Furthermore, in the last meeting, it was left FFS whether SRB3 can be used for MCG failure reporting and recovery. The main point is specification work. For SRB3, the required work is to specify the UE behaviour to accommodate MCG failure reporting in SRB3 and the X2/Xn signalling. For the former one, the additional spec work is marginal since anyway we need to specify the similar behaviour for SRB1. For the latter one, we don’t expect too much work since SN just informs MN of the failure and MN responses it and no special handling will be required. 
Proposal 6:
Support SRB3 based MCG failure reporting and recovery in Rel-16.
3. Summary and Conclusion

This contribution addresses several open issues related to MCG failure recovery. Followings are proposed:
 Proposal 1:
Upon MCG failure, an MR-DC UE continues to receive and transmit C/U-plane data via the SCG leg, as long as the UE experiences SCG failure as well.

Proposal 1a:
If the MR-DC UE experiences both MCG failure and SCG failure, the UE initiates the RRC re-establishment procedure.

Proposal 2:
Upon MCG failure, the UE suspends MCG transmissions for all radio bearers, instead of triggering re-establishment.

Proposal 2a:
The UE maintains the current measurement configurations from both the MN and the SN and the UE continues measurements based on configuration from the MN and the SN if possible.

Proposal2b: PDCP changes the primary path of SRB1 by UE itself

Proposal2c: The UE autonomous primary path change is supported for all the split bearers and S-RLF failure. 

Proposal3: The UE triggers PDCP data recovery upon detection of RLF (including S-RLF).
Proposal4:
The MN can decide to keep the MCG, or to change MN/MCG by intra-RAT handover within the same RAT or by inter-RAT handover to the other RAT

Proposal4a: Not introduce a new timer to trigger RRC connection re-establishment due to absence of the response to the MCG failure message. 

Proposal 5:
The necessity of UE initiated MCG recovery procedure upon MCG failure should be investigated for further.
Proposal 6:
Support SRB3 based MCG failure reporting and recovery in Rel-16.
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