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1.	Introduction
In the last meeting, RAN2 discussed the configured grant (CG) / semi-persistent scheduling (SPS) configuration to support TSN traffic and reached the following agreements:
	R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. Other solutions not precluded, e.g. to address resource consumption. 
Will support “short” SPS periodicities, at least down to 0.5ms
Ask R1 on feasibility, and additionally the feasibility to go down to even lower values, e.g. 2 symb.  
R2 assumes that activation/deactivation is done by DCI. 
RAN1 should address activation/deactivation DCIs related with configured grant Type 2 and SPS in the case of multiple configurations
When multiple UL CG or DL SPS configurations is configured, an offset for each configuration is needed for the calculation of the HARQ process ID


Some agreements highlighted above seem to support very elaborate scheduling of the TSN traffic. However, even if the network exactly knows the traffic characteristics, such as periodicity or message size, the uplink grants may not be used as intended by the network since the current LCP mapping restrictions cannot restrict a certain grant to be used only for the targeted traffic or to serve the target traffic first. In this regards, this contribution provides a possible scheduling enhancement to support more efficient scheduling of TSN traffic.
2.	Discussion 
In IIOT, one stringent requirement is to serve multiple applications simultaneously without sacrificing their own requirement. In basic scheduling operation, this can be achieved by receiving an uplink grant in response to the buffer size reporting or using configured grants configured for a periodic and predictable TSN traffic, and performing multiplexing based on LCP procedure.
LCP procedure is very well designed mechanism that allows transmission of data from multiple logical channels (LCHs) by considering fairness. In the meanwhile, LCP procedure is one part that consumes UE processing time. In NR, although pre-processing reduces total processing time in Layer 2, the UE still needs some processing time in MAC in order to allocate uplink grant for each LCH and generates a MAC PDU by including MAC SDUs delivered from multiple RLC entities. According to TR 22.804, in the meanwhile, TSN traffic needs to be transmitted within bounds, e.g., 1ms. Therefore, it would be helpful to reduce the processing time as much as possible. 
Observation 1. It would be helpful to reduce the processing time as much as possible for time critical TSN traffic.
In addition, multiplexing different TSN traffic into one MAC PDU may only complicate the retransmission scheduling because the maximum allowed end-to-end latency and the survival time might be different for each TSN traffic [TS 22.261] and retransmission after a specified time, which is the sum of maximum allowed end-to-end latency and survival time, would not be necessary at all. Moreover, if the network configures configured grants considering periodicity and message size of certain TSN traffic, multiplexing other TSN traffic into these configured grants is not the intended resource utilization, which may make the QoS management difficult.
Observation 2. Multiplexing different TSN traffic into one MAC PDU may complicate the network’s scheduling and QoS management for TSN traffic.
In this sense, one potential enhancement would be to provide an uplink grant targeting a specific TSN traffic, e.g., a specific LCH or logical channel group (LCG). It means that when the UE receives the uplink grant targeting a specific TSN traffic, the UE doesn’t perform LCP procedure but only includes the targeted TSN traffic, e.g., data from the indicated LCH or LCG. By doing this, we see benefit from latency point of view because the UE can save processing time of LCP procedure. This mechanism also enables the more intuitive and elaborate QoS management of TSN traffic.
Proposal. LCH (or LCG) specific uplink grant or mapping between uplink grant and LCH (or LCG) should be introduced to support more intuitive and elaborate QoS management for TSN traffic.
3.	Conclusion
In this contribution, a potential scheduling enhancement is presented by considering time critical TSN packets.
Observation 1. It would be helpful to reduce the processing time as much as possible for time critical TSN traffic.
Observation 2. Multiplexing different TSN traffic into one MAC PDU may complicate the network’s scheduling and QoS management for TSN traffic.
Proposal. LCH (or LCG) specific uplink grant or mapping between uplink grant and LCH (or LCG) should be introduced to support more intuitive and elaborate QoS management for TSN traffic.
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