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1   Introduction
In the LS [1] from RAN3, RAN3 thinks the coordination between MN and SN is required and suggest RAN2 to solve this issue.
RAN3 has discussed the support of default DRB configuration, and realized that the coordination between MN and SN is required. 

RAN3 would suggest RAN2 to consider whether it is possible to solve the issue by introducing some indicator to the inter-node message.

In this contribution, we will discuss it.

2   Discussion
According to the following description in TS 38.300 and TS 37.340, the SN can perform SDAP functions like the MN:
TS 38.300:
For each PDU session, a default DRB may be configured: if an incoming UL packet matches neither an RRC configured nor a reflective mapping rule, the UE then maps that packet to the default DRB of the PDU session.

TS 37.340

-
The NG-RAN QoS framework defined in TS 38.300 [3] applies;
-
QoS flows belonging to the same PDU session may be mapped to different bearer types (see subclause 4.2.2) and as a result there may be two different SDAP entities for the same PDU session: one at the MN and another one at the SN, in which case the MN decides which QoS flows are assigned to the SDAP entity in the SN. If the SN decides that its SDAP entity cannot host a given QoS flow any longer, the SN informs the MN and the MN cannot reject the request;

-
The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs;
According to the following description in TS 37.340, it is possible that the MN moves the whole PDU session to the SN during the PDU session establishment.
NOTE 2:
For a specific QoS flow, the MN may request the direct establishment of SCG and/or split bearers, i.e. without first having to establish MCG bearers. It is also allowed that all QoS flows can be mapped to SN terminated bearers, i.e. there is no QoS flow mapped to an MN terminated bearer.

If the whole PDU session is moved to SN at PDU session establishment, it makes sense for SN to be allowed to configure the default DRB, otherwise the SN would have to provide QoS flow mapping for all flows and this will increase the size of RRC signalling.

In addition, for a split PDU session, the MN may move most of the QoS flows to the SN (e.g. only one QoS flow is mapped to the MN terminated bearer), in that case the SN should also be able to configure the default DRB to reduce the size of RRC signalling.
Another scenario is that the default DRB is established towards the MN and the MN decides to offload the default DRB to the SN. If the SN cannot configure a default DRB, it needs to explicitly inform the UE of the QoS mapping rules in the RRC reconfiguration, which will increase the size of the RRC reconfiguration.
Observation 1: It should be possible for the SN to configure the default DRB of a split PDU session and of a SN terminated PDU session.
RAN2 has agreed that there is at most only one default DRB per PDU session. According to the current signalling of RAN3&2, the SN does not know whether the MN has configured the default DRB for one PDU session, except for PDU sessions fully offloaded to the SN.

Observation 2: For a split PDU session, there should be only one default DRB but there is currently no way for the SN to know whether the MN has established a default DRB.
In the last meeting, RAN3 discussed inter-node coordination to establish the default DRB and RAN3 sent the LS[1] to RAN2 which suggests using inter-node message for coordination between MN and SN. 
	
	
	


For each MR-DC UE, only the MN has one control plane connection with the CN. The QoS flow information is firstly sent to the MN and the MN makes the decision whether to move the ongoing/existing QoS flows to the SN. Therefore it is reasonable that the MN decides whether the SN can configure the default DRB or not.

RAN2#102 also has the following agreement:

· R2 understanding is that default DRB is not always established from scratch. In principle it is up to the network if and when to configure a default DRB. SDAP behaviour for packets without mapping rules is undefined if default DRB has not been established.
In that case, if the MN moves the whole PDU session to the SN and the MN decides that the SN is allowed to configure the default DRB, it is naturally for the SN to decide whether and when to configure the default DRB. If the MN moves part of the QoS flows to SN, it also should be allowed for the SN to configure the default DRB. In order to simplify the design, the two above use cases should adopt the same principle. 

Proposal 1: The MN indicates to the SN in the CG-ConfigInfo message the PDU sessions for which there is no default MN terminated DRB and then it is up to the SN to decide whether and when to configure a default DRB for these PDU sessions.

For an already established PDU session, the MN may change its decision afterwards, e.g. the CN adds more QoS flows in the PDU Session Resource Modify Request message and then the MN decides to configure a MN terminated default DRB. In this case, the SN should de-configure the already configured default DRB. 

Proposal 2: For already established PDU sessions, the MN can send CG-ConfigInfo message to the SN update the list of PDU sessions for which there is no default MN terminated DRB. Upon reception of this information, if needed, the SN should update its DRB configuration accordingly (e..g. de-configure the default DRB for a PDU session for which the MN now has configured a DRB).

3   Conclusion

In this contribution, we discussed the default DRB coordination in MR-DC with 5GC. We has the following observations and proposals.
Proposal 1: The MN indicates to the SN in the CG-ConfigInfo message the PDU sessions for which there is no default MN terminated DRB and then it is up to the SN to decide whether and when to configure a default DRB for these PDU sessions.

Proposal 2: For already established PDU sessions, the MN can send CG-ConfigInfo message to the SN update the list of PDU sessions for which there is no default MN terminated DRB. Upon reception of this information, if needed, the SN should update its DRB configuration accordingly (e..g. de-configure the default DRB for a PDU session for which the MN now has configured a DRB).

The corresponding CRs to TS 38.331 and 37.340 are in [2] [3]. We also provide the draft reply LS [4] to RAN3.
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