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Introduction
At RAN2#105bis meeting the following agreement was made regarding use of NR DC for IAB nodes:
R2 assumes that the NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB bh links with two parent nodes.

This agreement enables the use of route redundancy at IAB nodes by setting up MCG and SCG configurations for the MT of an IAB node using existing Release 15 specifications. On the user plane, since the MT of the IAB node does not terminate PDCP, traditional NR DC behaviour (switched-bearer or split bearer) cannot be supported. However, since the donor CU can establish separate RLC backhaul channels on the MCG path and SCG path of the MT, each with a distinct allocated IP address, route redundancy can be still be achieved at the F1-C or F1-U level. Furthermore, load balancing across the MCG and SCG paths can also be supported at the F1-C or F1-U level. In this contribution we discuss further aspects related to using NR DC for route redundancy and load balancing for IAB.  

 Primary and Secondary IP Connections to an IAB Node
When redundant routes are set up in an IAB network using two separate IP connections for relaying F1-C or F1-U traffic across the IAB network, it is up to the donor CU to decide per network implementation which PDUs to send across which IP connection. In first implementations of IAB networks, it may be reasonable to assume that the donor CU uses one of these two IP addresses as the primary route while and the second address is used only as a backup in case of failure on the primary route. Additionally, perhaps the donor CU may use the two IP connections to balance load across the IAB network. For example, if the primary route is congested, the donor CU may send PDUs through the secondary IP connection. 
Observation 1: The donor CU can use the primary and secondary IP connections to an IAB node for redundancy or load balancing per network implementation.
Since under this framework it is up to network implementation how the donor CU chooses to use the two IP connections for redundancy or load balancing across the IAB network, if the network vendor so chooses, they could also implement more sophisticated techniques. For example, a donor CU could decide to send duplicate copies of the same PDU via the primary and secondary routes. Such duplication would, of course, be per implementation. Correspondingly, at the receiving MT, a duplicate discard functionality would have to be built per-implementation to detect and discard duplicate copies of PDUs received across the primary and secondary RLC backhaul channel. While it is reasonable to assume that initial implementations may not have such level of sophistication, it is also reasonable to conclude that there is no need for Release 16 specifications to state anything to prevent such implementations. 
Proposal 1: Release 16 IAB specifications need not restrict how a network vendor chooses to use the primary and secondary IP connections to an IAB node for redundancy or load balancing per implementation. 
The above discussion also raises the issue that if in the future, IAB standards need to be enhanced to specify transmission of duplicate packets across redundant routes to, for example, increase reliability, 3GPP will need to grapple with the issue of specifying a duplication function and a duplicate discard function at the F1 application level. 
Observation 2: If future IAB standards need to specify transmission of duplicate packets across redundant routes, 3GPP will need to grapple with the issue of specifying a duplication function and a duplicate discard function at the F1 application level.
In the simple route redundancy case, when one IP connection is used as the primary while the other IP connection is used a secondary backup, it should be discussed which of the two IP connections is considered primary vs. secondary. While it may seem that the IP connection corresponding to the RLC backhaul channel on the MCG path should be the primary, we need to consider how we can reuse existing NR DC related RRC signaling in this framework. If the primary path is the IP address corresponding to the MCG path, when there is a radio link failure of this path, the MT of the IAB node needs to be able to report MCG failure to the donor CU. Per current NR DC specifications, an MCG failure would result in RRC connection re-establishment procedure by the MT. There is no less disruptive procedure to allow an MT to report MCG failure to the donor CU. However, if there is a failure of the SCG path, existing NR DC specifications do allow reporting of SCG failure via the MCG path. This means that in a simple route redundancy scenario, the donor CU should always use the IP address corresponding to the SCG path as the primary route and the IP address corresponding to the MCG path as the backup or recovery route to allow the MT of the IAB node to report path failure using existing NR DC procedures.
Proposal 2:  In a simple route redundancy scenario, the donor CU should always use the IP address corresponding to the SCG path as the primary route and the IP address corresponding to the MCG address as the backup or recovery route to allow the MT of the IAB node to report path failure using existing NR DC procedures.
Correspondingly, after there is an SCG failure causing the donor CU to switch packet transmission to the secondary IP address corresponding to the MCG path, if the donor CU is able to establish another redundant route:
· The new redundant route corresponding to the SCG path should be made the new primary routing path, or
· The donor CU may need to consider executing appropriate RRC procedures to swap the MT’s MCG and SCG so that the primary IP connection continues to correspond to the SCG path.
Proposal 3: RAN2 should consider what, if any, specification should be made to ensure that the donor CU always uses the SCG path as the primary route in the route redundancy case.
Route Redundancy in NSA Mode
As discussed above, route redundancy in an IAB network can be achieved using the NR DC framework. However, when IAB is deployed in a non-standalone (NSA) architecture, the MT operates in EN-DC mode with the LTE eNB as MCG and NR gNB as SCG. Hence, both DC legs at the MT are already utilized. This leaves no DC leg available to provide route redundancy for the IAB node, in the way it could be provided for an IAB node deployed in SA mode as shown in Figure 1. In this contribution we discuss issues related to solving this problem. 
Observation 3: IAB nodes operating in NSA mode cannot utilize the NR DC framework to provide route redundancy.
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Figure 2: IAB NSA Architecture
One possible solution to the problem of providing route redundancy to IAB nodes operating in NSA mode is to leverage the Fast SCG change feature. As part of the WI on mobility enhancements [1], RAN2 is working on solutions to reduce interruption time during HO/SCG change as described in the WI objectives below: 
· To study solution(s) to reduce interruption time during HO/SCG change focusing on the following identified solutions but not limited. 
· Handover/SCG change with simultaneous connectivity with source cell and target cell. 
· Make-before-break 
· RACH-less handover 
Since multiconnectivity at the MT cannot be utilized to provide route redundancy for NSA-based IAB nodes, the solutions being explored by RAN2 to minimize or eliminate interruption time during SCG change could be considered. With such solutions, the MT’s user plane could be fast-switched from the SCG corresponding to one route, to the SCG corresponding to an already identified alternate route. So even though two redundant routes cannot be simultaneously be configured for NSA-mode IAB nodes, it may still be possible to switch quickly from one route to another route without interruption.  
Proposal 4: 3GPP should consider the use of fast SCG change solutions to provide rapid path switching between redundant routes preconfigured for NSA-mode IAB nodes.


[bookmark: _GoBack]Conclusion
In this contribution we discuss various aspects related to using NR DC for route redundancy and load balancing for IAB. The following observations and conclusions were offered for consideration: 
Observation 1: The donor CU can use the primary and secondary IP connections to an IAB node for redundancy or load balancing per network implementation.
Observation 2: If future IAB standards need to specify transmission of duplicate packets across redundant routes, 3GPP will need to grapple with the issue of specifying a duplication function and a duplicate discard function at the F1 application level.
Observation 3: IAB nodes operating in NSA mode cannot utilize the NR DC framework to provide route redundancy.

Proposal 1: Release 16 IAB specifications need not restrict how a network vendor chooses to use the primary and secondary IP connections to an IAB node for redundancy or load balancing per implementation. 
Proposal 2:  In a simple route redundancy scenario, the donor CU should always use the IP address corresponding to the SCG path as the primary route and the IP address corresponding to the MCG address as the backup or recovery route to allow the MT of the IAB node to report path failure using existing NR DC procedures.
Proposal 3: RAN2 should consider what, if any, specification should be made to ensure that the donor CU always uses the SCG path as the primary route in the route redundancy case.
Proposal 4: 3GPP should consider the use of fast SCG change solutions to provide rapid path switching between redundant routes preconfigured for NSA-mode IAB nodes.
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