3GPP TSG-RAN WG2 Meeting #106
R2-1906964
Reno, NV, USA, 13th May -17th May, 2019                                    
Agenda item:
11.1.3 (Adapt function)
Source:
Samsung
Title:
Discussion on the local route/path selection
Document for:
Discussion & Decision
1 Introduction
	In last RAN2 meeting (RAN2#105bis), the routing scheme over the IAB network was discussed, and the following agreements are achieved:

    Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
    “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
    “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU.
    Load balancing by routing by Donor CU shall be possible
    Local selection of path/route is done at link failure, other cases FFS


During RAN2 discussions, Destination-based routing and Path-based routing scheme are considered. However, the details of local route/path selection are still open. In this contribution, we will further address this issue. 
2 Discussions

2.1 Destination-based routing scheme and Path-based routing scheme

· Destination based routing: In this scheme, the routing table is configured with the destination address and next-hop node address. As shown in Fig. 1, the routing table at IAB node 0 includes items: 1) dest node = IAB node 3 + next-hop =IAB node 1; 2) dest node =IAB node 3 + next-hop=IAB node 2. 

· Path-based routing: in this scheme, the path represents a sequence of nodes from the IAB donor CU to the destination IAB node, as shown in Fig. 1. Thus, as long as there is one different intermediate node, the path is different, e.g., in Fig. 1, Path 1 (Donor DU ( IAB node 0(IAB node 1(IAB node 3), and Path 2 (Donor DU ( IAB node 0 ( IAB node 2 ( IAB node 3). 
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Fig. 1 Destination based scheme vs. Path-based scheme

No matter which scheme is applied, the method of routing a packet at one node is:
· Step 1: deriving the routing information from the received packet, i.e., content of BAP (backhaul adaptation protocol) layer header. For destination-based method, the destination address is derived; while for Path-based method, the path ID is derived.

· Step 2: according to the information derived in Step 2, the node looks up the routing table to find the next-hop node. For destination-based method, the next-hop node is already indicated in the routing table; while for path-based method, the next-hop node can be derived from the path information (e.g., a sequence of nodes over the whole path). 

· Step 3: forward the packets to the next-hop node

From the above discussion, we can observe that

Observation: both Destination-based and Path-based methods do not have any difference in terms of packet routing, i.e., determine the next-hop node according to the information contained in BAP header and the routing table. The difference lies on:
· Content of BAP header: Destination address for destination-based method, and path ID for path-based method 
· Routing table: next-hop node address for destination-based method, and the address of each node along the path
Thus, no matter which method is selected, the routing should be implemented according to the routing table to each node, and routing information in each packet. In general, we think the routing table is configured by the IAB donor CU. The reason is that the donor CU has the whole picture of the network, and it can make routing decision based on, e.g., load status, channel status, etc. 

Proposal 1: for both destination-based and path-based routing schemes, the routing table is configured by the IAB donor CU.  
In this sense, the routing method applied in IAB network can be regarded as centralized method. However, whether some distributed decision is needed at each IAB node is still an open issue. 
2.2 Necessity of local routing decision
Before looking into the details of local routing decision, we need figure out whether there are any scenarios requiring the local routing decision. One of IAB network deployments is that each IAB node is connected via FR2, whose channel has much higher variation than FR1. Thus, the sudden change of radio link (e.g., channel state degradation) may change the QoS provision of the BH RLC CH, e.g.,
· Data rate reduction

· Latency increase

· Radio link outage. In such case, the data transmission cannot be carried out. However, different from radio link failure, the radio link may be recovered soon;
· Load un-balancing among different radio links 
The occurrence of above cases may be in a short-term. For example, the radio link may be recovered soon after radio link outage. If the routing is changed by donor CU after those cases happen, the status of the radio link may change again after the routing reconfiguration from donor CU. 

Observation 2: if some short-term variations occur over the radio link, it is unnecessary to let IAB donor-CU to reconfigure the routing table. 

On the other hand, the short-term variation is well known at the local IAB node. If the local route/path selection is allowed, the IAB node can adjust the route immediately if short-term variation occurs. 
Proposal 2: The local route/path selection is beneficial to adapt the short-term channel variation at the backhaul link, e.g., radio link outage, data rate reduction, latency increase, load un-balancing, etc. 

2.3 Implementation of local route/path selection
After identifying the benefit of local route/path selection, the next issue is how to implement the local route/path selection. To solve this issue, two different methods can be considered:
1) Alt. 1: the local route/path selection is based on the routing table configured by the IAB donor CU

In this method, the routing table is still configured by the IAB donor CU. However, at some intermediated nodes, the IAB donor CU may configure multiple routes towards the same destination node. As shown in Fig. 1, two routes towards IAB node 3 are configured at the IAB node 0; however, which route is used is not configured to the IAB node 0. In this case, the IAB node 0 can locally decide the route/path towards the IAB node 3. 

This is a feasible method. When configuring multiple routes, the IAB donor CU already performs the resource coordination along each route, and each involved IAB node already reserves enough resource for each route. So, an intermediate IAB node can adjust the route/path depending on the local channel status. 

Proposal 3: the local route/path selection can be performed at the intermediate IAB node among the multiple routes configured by IAB donor CU. 

2) Alt. 2: the local route/path selection is beyond the routing table configured by the IAB donor CU

In this method, the intermediate node may select a route which is not configured by IAB donor CU. For example, as shown in Fig. 2, at IAB node 0, two routes towards IAB node 3 are configured; however, IAB node 0 may locally decide to select IAB node 5 as the next-hop node. After that, this packet will be lost since IAB node 5 does not have the route towards IAB node 3. Thus, this method has the risk of losing the packet. It is because that the selected route may not reach the final destination. On the other hand, even if the selected route can reach the destination node, the QoS requirement of the transmitted packets may not be satisfied by the new selected route since this new route is not configured by considering such transmitted packets. 
Proposal 4: the local route/path selection shall not be performed at the intermediate IAB node to select a route which is not configured by IAB donor CU. 
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Fig. 2 Local route selection without configured route
3 Conclusions
In this contribution, we discuss local route/path selection, and have the following proposals:

Proposal 1: for both destination-based and path-based routing schemes, the routing table is configured by the IAB donor CU. 
Proposal 2: The local route/path selection is beneficial to adapt the short-term channel variation at the backhaul link, e.g., radio link outage, data rate reduction, latency increase, load un-balancing, etc. 

Proposal 3: the local route/path selection can be performed at the intermediate IAB node among the multiple routes configured by IAB donor CU.
Proposal 4: the local route/path selection shall not be performed at the intermediate IAB node to select a route which is not configured by IAB donor CU.
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