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Introduction
In this paper we address scheduling enhancements to satisfy QoS for wireless Ethernet when using TSC traffic patterns and support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
In particular, we discuss message arrival time information provided by the TSN CNC to a gNB with the intent clarifying if and how such information can be utilized for optimizing pre-scheduling such as SPS and CG. 
[bookmark: _Ref178064866]Discussion
[bookmark: _Hlk535752074][bookmark: _Toc524946176]RAN2 discussion is ongoing regarding how a gNB can schedule the SPS/CG resources required for periodic downlink/uplink TSN traffic. The discussion includes how those resources are allocated in order to be closely synchronized with the availability of such traffic for transmission over the radio interface.
RAN2 TR 38.825 notes on this matter that “It would be beneficial to provide the relevant information, e.g. upon QoS flow establishment. The provided information should at least include message periodicity, message size and reference time/offset.” The NR-IIoT Work item lists the objective:
Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].
We see a need in RAN2 to clarify what the reference time/offset or message arrival time relates to exactly, and whether the expected accuracy can be useful for scheduling optimizations. Related to this, among others in RAN2, R2-1903148, explains that even 802.1Qbv scheduling is based on time slots (gated scheduling) rather than absolute reference time/offsets.
[bookmark: _Toc7708964][bookmark: _Toc7709015][bookmark: _Toc7709393][bookmark: _Toc7712695][bookmark: _Toc7722171]Clarification in RAN2 of definition and expected use of message arrival time is required.
Clarification from RAN2 is needed, especially considering that the topic is already under discussion in SA2.  Complexity of providing such message arrival time info to the gNB is discussed in SA2 e.g. in [1]. Further complexities may arise in RAN3, considering gNB DU CU split architecture. RAN2 should re-evaluate whether the expected benefit for RAN scheduling optimizations justifies the complexity. Especially under the consideration that it is unknown how a sufficiently accurate data arrival time for RAN scheduling purposes can actually be provided by 5GC, i.e. it is not known if accurate timing of data arrival at UE UL MAC buffer and gNB (DU) MAC buffer, can be provided. 
[bookmark: _Toc7708965][bookmark: _Toc7709016][bookmark: _Toc7709394][bookmark: _Toc7712696][bookmark: _Toc7722172]There are challenges to provide accurate message arrival time to RAN.
We clarify in the following, that in essence, the data arrival times of a periodical traffic flow in UL or DL is not needed to be known beforehand for efficient scheduling of such a flow. The gNB can overprovision resources in UL and DL temporarily during the flow setup time, and from the observed usage of those resources i.e. when packets have arrived for transmission in UL UE MAC buffer and DL gNB MAC buffer, derive when the periodical traffic started and accordingly optimize scheduling and its periodic pattern.
One should also take into consideration that provisioning of TSC assistance information (TSCAI) is a rare event, it would only be expected when a TSN traffic profile is started or changed by TSN CNC. And thereby it is also unclear (see SA2 discussion [2]) that such TSN traffic profile change actually reveals any information about start time of the traffic. 
For the sake of illustration, assuming for now that an accurate data arrival time is available, the following example illustrates how insignificant the radio resource saving advantage would be.

Table 1: Comparison of scheduling with and without traffic arrival time knowledge.
	
	Arrival time info available gNB
	No arrival time info available at gNB

	Time
	DL
	UL
	DL
	UL

	T0, TSN traffic profile changes; this happens rarely every Tchange e.g. once a week?
	gNB informed about traffic arrival time at gNB MAC in DL
	gNB informed about traffic arrival time at UE MAC in UL
	-
	-

	T0-T1; between TSN traffic profile change and start of traffic; e.g. in 100ms range?
	No resources should be spent for this TSN traffic, but might be if arrival time info considered already.
	No resources spent for this TSN traffic, but might be if arrival time info considered already.
	No resources spent if no data available, otherwise dynamic DL scheduling 
	If TSN traffic latency requirement allows, dynamic UL scheduling based on SR; else: pre-scheduling with potentially unused UL resources.

	T1, periodical traffic arrives at gNB/UE; 
	gNB schedules in DL dynamic/SPS according to known traffic pattern.
	gNB schedules in UL dynamic/CG according to known traffic pattern.
	gNB continues as above, and thereby learns pattern
	gNB continues as above and thereby learns pattern

	T1+3periods
	gNB continues as above
	gNB continues as above
	gNB schedules in DL dynamic/SPS according to observed traffic pattern.
	gNB schedules in UL dynamic/CG according to observed traffic pattern.



From Table 1 it becomes obvious that a scheduling advantage in terms of radio resource efficiency with traffic arrival time knowledge is only achievable for UL scheduling in (T1-T0) / Tchange. A typical example would be 100ms / 1 week = ~0, i.e. one TSN application (e.g. robot/sensor) traffic change per week, and a 100ms time between informing about the reconfiguration until traffic starts.
[bookmark: _Toc7708966][bookmark: _Toc7709017][bookmark: _Toc7709395][bookmark: _Toc7712697][bookmark: _Toc7722173]Data arrival time in DL is inherently known by gNB, and dynamic scheduling in DL can be employed for efficient scheduling. TSCAI message arrival time info provided by 5GC is not needed.
[bookmark: _Toc7708967][bookmark: _Toc7709018][bookmark: _Toc7709396][bookmark: _Toc7712698][bookmark: _Toc7722174]Message arrival time in UL can be determined by gNB through overprovisioning of UL radio resources temporarily at the start-up phase of the flow with negligible radio resource overhead. UL dynamic SR-based scheduling may be possible without resource-wastage if latency requirement allows.
Based on the above two observations, we propose
[bookmark: _Toc7712701]Message arrival time as part of TSCAI provisioning from 5GC is not needed by RAN for scheduling of TSC traffic pattern.
In the following, we discuss the above two observations in more detail.

Downlink Payload Transmission 
It is agreed that the entire 5GS acts as a TSN Bridge of the TSN network. Thus, TSC Assistance Information (TSCAI) in relation to the burst arrival time is at the 5G ingress point (i.e., the translator at UPF side in DL). However, to make the burst arrival time useful at gNB, gNB needs to know the accurate traffic arrival time at gNB. From Figure 1 below it becomes obvious that there is a need to estimate the value T shown below.
[image: ]
Figure 1: DL TSCAI provisioning by 5GC to RAN. Illustration of unknown T.
The estimation of T brings significant challenges: 
· T includes transport delay. Transport delay varies under load. PTP compatible transport network can provide transport delay correction, but it is NOT a U-plane path. Transport delay may change after handover.
· T includes UPF processing delay
· T includes the layer 2 processing delay at gNB, since the arrival time should be at gNB’s MAC buffer so that gNB can accurately align the traffic arrival with the configured SPS/CG resources.  
· In the CU-DU architecture split, the delay between data arrival at gNB CU to gNB DU MAC buffer, which must be further discussed in RAN3.
An alternative to provide the burst arrival time would be to simply use dynamic downlink scheduling as the initial downlink packet arrives (i.e. it is efficient and does not introduce any extra latency). After knowing the arrival time of the first packets, the arrival time of the subsequent packets can be calculated simply by adding the periodicity. After this, the gNB can either continue to use dynamic downlink scheduling or configure a downlink SPS resource to cater the periodical traffic. Those optimizations can be realized by scheduler implementations based on existing standard.
[bookmark: _Toc7708968][bookmark: _Toc7709019][bookmark: _Toc7709397][bookmark: _Toc7712699][bookmark: _Toc7722175]The arrival time of first downlink payload can be observed at gNB, while the arrival time of the subsequent downlink payload can be calculated with the knowledge of the periodicity. In both cases, efficient dynamic DL scheduling can be employed.
Uplink Payload Transmission
For the UL, TSCAI would relate to the burst arrival time for uplink payload transmission is at the 5G ingress point (i.e., the translator at UE side). Similarly to DL, there is a time difference T (as shown below) between the ingress time of the traffic and the time when the packet is at the UE L2 MAC buffer ready for scheduling.
[image: ]
Figure 2: UL TSCAI provisioning by 5GC to RAN. Illustration of unknown T.
The estimation of this T is challenging:
· The UE-side translator residence time is unknown to 5GC.
· The UE module/chipset internal processing times i.e. when the packet is ready at the UE L2 MAC buffer is unknown to the 5GC.
When message arrival information is not provided from 5GC, still also for UL, efficient scheduling is possible. Here, gNB-based observation can be applied as well. Simply, SR-based dynamic UL scheduling can be employed, or if required to fullfill the traffic latency requirement, gNB can temporarily over-allocate uplink CG resources for a QoS flow configured to support uplink TSN traffic for instant transmission when UL data becomes available. For CG, the temporary CG resource over-allocation of the observation-based solution imposes a resource penalty that is however seen only at traffic start up (i.e. between QoS flow configuration and traffic arrival) and can therefore be considered as negligible in light of the total lifespan of the TSN traffic i.e. QoS flow. When data arrival times are learned (which would be the case just after observing few periodic instances of data arrival) the gNB can adjust its UL scheduling, e.g. pre-scheduling or CG, which results in the uplink resources optimally matching the TSN traffic pattern for its lifetime. 
[bookmark: _Toc7708969][bookmark: _Toc7709020][bookmark: _Toc7709398][bookmark: _Toc7712700][bookmark: _Toc7722176]The arrival time of first uplink payload can be observed at gNB by temporary CG resource overprovision, while the arrival time of the subsequent uplink payload can be calculated with the knowledge of the periodicity.
It is worth noticing that overprovisioning pre-scheduling is only required if the known PDB budget (latency requirement) cannot be reached with dynamic UL scheduling, i.e. it would be only needed for the most demanding TSN use-cases.
We note that large resource overhead savings cannot be expected for very frequent and low-latency demanding TSN traffic, since frequent resources during lifetime of traffic are anyway needed (similar as during overprovisioning start-up phase). For less frequent, not low-latency demanding traffic, overprovisioning of resources would not have been needed during the start-up phase in the first place, so neither can large resource savings be expected in this case.
Conclusion
Based on the discussion above, the following observations are made:
Observation 1	Clarification in RAN2 of definition and expected use of message arrival time is required.
Observation 2	There are challenges to provide accurate message arrival time to RAN.
Observation 3	Data arrival time in DL is inherently known by gNB, and dynamic scheduling in DL can be employed for efficient scheduling. TSCAI message arrival time info provided by 5GC is not needed.
Observation 4	Message arrival time in UL can be determined by gNB through overprovisioning of UL radio resources temporarily at the start-up phase of the flow with negligible radio resource overhead. UL dynamic SR-based scheduling may be possible without resource-wastage if latency requirement allows.
Observation 5	The arrival time of first downlink payload can be observed at gNB, while the arrival time of the subsequent downlink payload can be calculated with the knowledge of the periodicity. In both cases, efficient dynamic DL scheduling can be employed.
Observation 6	The arrival time of first uplink payload can be observed at gNB by temporary CG resource overprovision, while the arrival time of the subsequent uplink payload can be calculated with the knowledge of the periodicity.
	
The following proposals are made:
[bookmark: _GoBack]Proposal 1	Message arrival time as part of TSCAI provisioning from 5GC is not needed by RAN for scheduling of TSC traffic pattern.
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