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1 Introduction

In RAN2 #104 the following is agreed for RLC and PDCP layer enhancements in NTN [1]:

Agreements:

-
All RLC modes are supported.  

-
Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.  

Besides, an email discussion was approved to identify the above mentioned throughput requirements:

· [104#53][NR – NTN ] Performance requirements for NTN (Thales)

-
Identify performance requirements (data rates, delay jitter)

-
Identify use cases (e.g. eMBB, URLLC, MTC)

-
User density per NR cell

2 stage email discussion

- First stage is to identify all metrics needed for WGs to carry out analysis 

- Second stage to converge on the numbers 

Intended outcome: 

Deadline:  Thursday 2019-02-07
Based on the outcome of this email discussion, summarized in Annex B.2 of TR 38.821, see [2], this paper discusses the need to extend the RLC/PDCP SN and window sizes in NTN. 
2 Discussion

In RAN2 #104 an email discussion was approved to identify the targeted performance values for the considered use cases in NTN. Table 1 presents an overview of the identified targeted values for experience data rate in DL and UL, see Table B.2-1 in [2]. 

	Usage scenario
	Pedestrian
	Vehicular connectivity
	Stationary
	Airplanes connectivity
	IoT connectivity

	Experience data rate DL
	2 Mbps
	50 Mbps
	50 Mbps
	360 Mbps
	0.002 Mbps

	Experience data rate UL
	0.06 Mbps
	25 Mbps
	25 Mbps
	180 Mbps
	0.01 Mbps


Table 1 NTN targeted performance values per usage scenario

It is observed that the Airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate. 
This data rate must be supported by all layers of the protocol stack. In the following sections, we discuss the required sequence number space at RLC and PDCP layer in case of NTN. 

2.1 RLC Sequence Number and Window Size

An RLC entity can be configured in three different modes: Transparent Mode (TM), Unacknowledged Mode (UM) and Acknowledged Mode (AM) [6].
For RLC AM 12bits and 18bits are specified as possible RLC sequence number (SN) field length, while for RLC UM 6bits and 12bits are configurable in NR [6]. A field length of 18bit results in 262 144 different SNs. For this field length the AM_Window_Size is defined by 131 072. In contrast to RLC UM, where the sequence number is incremented by one for every RLC SDU segment, the sequence number in RLC AM is incremented by one for every RLC SDU. The individual segments are specified by the Segment Offset (SO) field. The number of maximum allowed retransmissions (maxRetxThreshold) can be configured by 1, 2, 3, 4, 6, 8, 16 or 32 [10]. 
The basic formula for calculating the required AM_Window_Size is 

AM_Window_Size = data_rate / RLC_SDU_size ∙ RTD ∙ (maxRetxThreshold+1),
A typical RLC SDU size (RLC_SDU_size) can be in the range of 100 or 300Bytes [8]. In GEO satellite systems 541.46ms is assumed as maximum round trip delay (RTD) [2] for the transparent architecture. Assuming a data rate of 360Mbps, as targeted for the use case of airplanes connectivity, we receive the following table for the required AM_Window_size:
	RLC_SDU_size \ maxRetx
	1
	2
	4
	6
	8
	16

	100Byte
	487 314
	730 971
	1 218 285
	1 827427
	2 192 913
	4 385 826

	300Byte
	162 438
	243 657
	406 095
	690 142
	730 971
	1 461 942


This means already for a configured maxRetxThreshold of 1, the current specified RLC sequence number field lengths are too small to support the targeted data rate in NTN.
Observation 1: 
With a specified RLC sequence number field length of 18bits, the targeted experience data rate for use case airplanes connectivity cannot be achieved.

Proposal 1: 
Add a 3rd configuration value for RLC AM SN field length in NR specification for NTN.
In NTN, HARQ may be disabled and therefore retransmissions in the RLC layer are essential for a reliable communication link. Nevertheless, the latency as seen by the core network or the application becomes extremely large if too many retransmissions are being configured. In case of 8 transmissions a minimum delay of (8+1)*RRT = 4.873 seconds will be experienced. While this may be acceptable for IoT application, for TCP based applications as considered in the airplane use case, this may cause problems with the TCP rate-adjustment and may trigger TCP retransmissions. If a retransmission timeout occurs in TCP, the timer triggers a retransmission. 
Observation 2: 
The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will be smaller compared to terrestrial networks. 
The TCP retransmission timeout timer is calculated dynamically according to [12]. The timer is usually initialized with a value of 2.5 – 3seconds. This value could serve as upper limit for the calculation of the maximum number of RLC retransmissions. 4 RLC retransmissions will result in a minimum delay of (4+1)*RRT = 2.707seconds. For the worst case RTD of 541.46ms, a maximum number of 4 RLC retransmissions could be assumed. 
While an AM_Window_size of 406 095 can be realized by an RLC sequence number field length of 20 (2^20 = 1 048 576).The maximum supported window size is half the SN space equal to 524 288.  
Observation 3: 
The extended RLC AM SN field length should be at least 20bits.
While SN size of 20bits might be reasonable from this calculation, it might be beneficial to add some margin to cover all scenarios and to be future prove in general. Also, we got a significant step size going from 12bits for small rate applications to 18bits for high rate applications. Since the step from 18bits to 20bits is not that big, the configurations will be very similar. Also, the growth of relative overhead gets less significant for larger SN sizes. Therefore, we still suggest increasing the RLC SN space to 22 bits.
Proposal 2: 
The 3rd configuration value of RLC AM SN field length should be 22bits. 
2.2 PDCP Sequence Number and Window Size
The PDCP SN field length is specified by 12 or 18bit [5], as the RLC SN field (see Section 2.2.3). Resulting in a maximum of 262 144 different SNs or a Window_Size of 131 072.

The basic formula for calculating the required Window_Size is the same as for AM_Window_Size except that PDCP_SDU_size is used instead of RLC_SDU_size:

Window_Size = data_rate / PDCP_SDU_size ∙ RTD ∙ (maxRetxThreshold+1),

A typical PDCP SDU size (PDCP_SDU_size) can be in the range of 500 or 1500Bytes [9]. For calculating the required Window_Size, we assume again 541.46ms as round trip delay (RTD) [2] and a data rate of 360Mbps. The following table is received:

	PDCP_SDU_size \ maxRetxThreshold
	1
	2
	4
	8

	500Byte
	97 463
	146 194
	243 657
	438 583

	1500Byte
	32 488
	48 731
	81 219
	146 194


For a PDCP SDU Size of 500Byte, the current specified PDCP SN field length of 18 is sufficient, if we assume a maxRetxThreshold of 1. Assuming a PDCP SDU Size of 1500Byte, the PDCP SN field length of 18bit is sufficient for a maxRetxThreshold of 4. 
Observation 4: 
A modification of the PDCP SN and Window_Size is not essential, but beneficial to 
support NTN.
Proposal 3: 
Add a 3rd configuration value for PDCP SN field length in NR specification for NTN.

Although a 20bit SN deemed to be fully sufficient for NTN networks and to be aligned with the RLC sequence number field length, we also suggest a 22bit PDCP SN space. 
Proposal 4: 
The 3rd configuration value of PDCP SN field length should be 22bits.
3 Conclusion and Proposals
In this document, we discussed the sequence number space and window size for RLC and PDCP in NTN. The following observations and proposals are made: 

Observation 1: 
With a specified RLC sequence number field length of 18bits, the targeted experience data rate for use case airplanes connectivity cannot be achieved.

Observation 2: 
The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will be smaller compared to terrestrial networks. 

Observation 3: 
The extended RLC AM SN number should be at least 20bits.

Observation 4: 
A modification of the PDCP SN and Window_Size is not essential, but beneficial to 
support NTN.
Proposal 1: 
Add a 3rd configuration value for RLC AM SN field length in NR specification for NTN.

Proposal 2: 
The 3rd configuration value of RLC AM SN field length should be 22bits. 
Proposal 3: 
Add a 3rd configuration value for PDCP SN field length in NR specification for NTN.

Proposal 4: 
The 3rd configuration value of PDCP SN field length should be 22bits.

4 Proposed text 

Chapter 7 in 3GPP TR 38.821 [11] captures the RAN2 related content of the study item on solutions evaluation for NR to support Non-Terrestrial Network. We propose the following sections on RLC and PDCP layer for agreement. 

* * * Start of changes * * * * (NEW TEXT)

7.2.2 
RLC

Editor’s note: RAN2 will study impacts and possible enhancements at least to RLC reordering (e.g. timers and SN space)

Editor’s note: All RLC modes are supported.

Editor’s note: Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.

7.2.2.1
Sequence Number and Window Size in RLC AM

Problem statement

12bit and 18bit are specified as possible RLC AM sequence number (SN) field length in NR [TS 38.322]. The maximum AM_Window_Size results in 131 072. 

In order to support the experience data rate for NTN, listed in Annex B.2, a certain AM_Window_Size is required which can be calculated by the following basic formula

AM_Window_Size = data_rate / RLC_SDU_size ∙ RTD ∙ (maxRetxThreshold+1),

Assuming a typical RLC SDU size (RLC_SDU_size) of 100 or 300Bytes, a maximum round trip delay (RTD) of 541.46ms as described for GEO satellite systems with transparent architecture, see Table 7.1-1, and a data rate of 360Mbps, as targeted for the use case of airplanes connectivity, see Table B.2-1, the following table is received for the required AM_Window_size:

	RLC_SDU_size \ maxRetx
	1
	2
	4
	6
	8
	16

	100Byte
	487 314
	730 971
	1 218 285
	1 827427
	2 192 913
	4 385 826

	300Byte
	162 438
	243 657
	406 095
	690 142
	730 971
	1 461 942


This means already for a configured maxRetxThreshold of 1, the current specified RLC sequence number field lengths are too small to support the targeted data rate for use case airplanes connectivity in NTN.

A possible approach to cope with this limitation is to add an additional configuration value for RLC AM sequence number field length for NTN and increase the AM_Window_Size accordingly. 

Possible Solution

In NTN, HARQ may be disabled and therefore retransmissions in the RLC layer are essential for a reliable communication link. Nevertheless, the latency as seen by the core network or the application becomes extremely large if too many retransmissions are being configured. Therefore, the maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer. 

Add an additional configuration value of 22bits for RLC AM SN field length.
7.2.2.2 
Status Reporting

Problem Statement

A status report can be triggered by the polling procedure or by detection of reception failure of an AMD PDU which is indicated by the expiration of t-Reassembly. This timer is started when an AMD PDU segment is received from lower layer, is placed in the reception buffer, at least one byte segment of the corresponding SDU is missing and the timer is not already running. The procedure to detect loss of RLC PDUs at lower layers by expiration of timer t-Reassembly is used in RLC AM as well as in RLC UM. [TS 38.322] The timer t-Reassembly can be configured by fixed values between 0 and 200ms [TS 38.331]. For the terrestrial case this timer covers the largest time interval in which the individual segments of the corresponding SDU have to arrive out of order at the receiver due to SDU segmentation and/or HARQ retransmissions before a status report and consequently an ARQ-retransmission is triggered. If HARQ is supported by NTN, an extension of the t-Reassembly timer could become necessary, because then the timer should cover the maximum time allowed for HARQ transmission which will probably be a value larger than the RTD.

If HARQ is supported by NTN, the timer t-Reassembly should be modified to support NTN.

Possible Solution

If HARQ is supported by NTN, the value range of t-Reassembly should be extended to support NTN.
Editor’s note: The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:
A modification of the t-PollRetransmit timer may not be needed to support NTN.
A modification of the t-statusProhibit timer may not be needed to support NTN.

7.2.3 
PDCP

Editor’s note: RAN2 will study impacts and possible enhancements at least to PDCP reordering (e.g. timers and SN space)

7.2.3.1 
Sequence Number and Window Size

Problem statement

12bit and 18bit are specified as possible PDCP sequence number (SN) field length in NR [TS 38.323]. Resulting in a maximum of 262 144 different SNs or a Window_Size of 131 072. 

In order to support the experience data rate for NTN, listed in Annex B.2, a certain Window_Size is required which can be calculated by the following basic formula

Window_Size = data_rate / PDCP_SDU_size ∙ RTD ∙ (maxRetxThreshold+1),

Assuming a typical PDCP SDU size (PDCP_SDU_size) of 500 or 1500Bytes, a maximum round trip delay (RTD) of 541.46ms as described for GEO satellite systems with transparent architecture and a data rate of 360Mbps, as targeted for the use case of airplanes connectivity, the following table is received for the required Window_size:
	PDCP_SDU_size \ maxRetxThreshold
	1
	2
	4
	8

	500Byte
	97 463
	146 194
	243 657
	438 583

	1500Byte
	32 488
	48 731
	81 219
	146 194


For a PDCP SDU Size of 500Byte, the current specified PDCP SN field length of 18 is sufficient, if we assume a maxRetxThreshold of 1. Assuming a PDCP SDU Size of 1500Byte, the PDCP SN field length of 18bit is sufficient for a maxRetxThreshold of 4. 

A modification of the PDCP SN and Window_Size is not essential, but beneficial to support NTN. 

Possible Solution

In order to be not limited at PDCP layer and in order to be aligned with the RLC sequence number field length for NTN, an additional configuration value of 22bits should be added for PDCP SN field length.

7.2.3.2 SDU Discard

Problem Statement

The transmitting PDCP entity shall discard the PDCP SDU when the discardTimer expires for a PDCP SDU or when a status report confirms the successful delivery [TS 38.322]. The discardTimer can be configured between 10ms and 1500ms or can be switched off by choosing infinity [TS 38.331].

The discardTimer mainly reflects the QoS requirements of the packets belonging to a service. However, by choosing the expiration time of the discardTimer or the QoS requirements, the RTD as well as the number of retransmissions on RLC layer and/or HARQ shall be considered. By increasing the expiration time of discardTimer, one should keep in mind that extended timer values will increase the amount of required memory for the buffer.

Editor’s note: RAN2 will study the modification of the discardTimer.

7.2.3.3 Reordering and In-order Delivery

Problem Statement

In order to detect loss of PDCP Data PDUs, there is the timer t-Reordering which is started or reset when a PDCP SDU is delivered to upper layers [TS 38.322]. The maximum configurable expiration time is 3000ms [TS 38.331]. This might limit the overall number of retransmissions of the RLC AM ARQ protocol for NTN.

Editor’s note: Following assumption will be taken as a baseline and can be revisited if new performance and QoS requirements are defined: RAN2 will study the modification of the timer t-Reordering.

* * * End of changes * * * * (NEW TEXT)
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