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Introduction
[bookmark: _Ref178064866]In the IAB networks, an IAB node may declare a failure of its upward backhaul link. There are various reasons for the backhaul failure; radio quality degradation due to temporal appearance of blockage along the backhaul link or failure of complying the configuration received by donor, etc. Upon detecting the backhaul link failure, the IAB networks needs to recover from the backhaul link by topology adaptation or a routing adaptation. In the previous RAN2 meeting, it was agreed that the failure-detecting node notify the backhaul failure event to its child node(s) such that the child node(s) can trigger a proper action for such adaptation. This contribution further discusses how to treat backhaul link failure, focusing on the handling the failure notification. 
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BH RLF Notification Options
To determine the overall recovery proceudre upon backhaul RLF, it should be first determined when the notification of RLF occurrence needs to be notified to child nodes and what information the notification carries. We consider three options on the table: 
· Option 1: IAB node notifies to child nodes upon BH RLF
· Option 2: IAB node notifies to child nodes upon failure of recovery from BH RLF. 
· Option 3: IAB node notifies to child nodes upon BH RLF, upon success of recovery from BH RLF, and upon failure of recovery from BH RLF


Figure 1. Options for notification of BH RLF, identified by node 3’s behaviours. Node 2 and are parent of node 3 and 4 respectively, and node 3 detects BH RLF between node2 and 3. 



In the first option, IAB node, node3 in the figure 1(a) notifies RLF event to its child node as soon as it detects RLF on its backhaul link. At the same time, the node3 performs a recovery procedure to recover from the backhaul link failure. On the other hand, if the node4 receives the notification from the node3, it may need to trigger actions at some point of time if the recovery being performed by the node3 fails. Note that recovery procedure from node3 may success or fail, and the consequence of the recovery procedure of the node 3 is unknown to the node 4. That is, the node 4 cannot determine whether it needs to take recovery action or not. For this reason, we doubt if this option is properly working. 
In the second option, if an IAB node, node3 in the figure 1(b), detects a RLF on its backhaul link, it does not immediately notify the RLF event to its child node but initiates recovery procedure such as re-establishment to recover from the RLF. Only upon recovery failure, the IAB node notifies RLF event to its child nodes. Since in this option BH RLF notification propagates downwards only when recovery fails, the implication of receiving the notification is straightforward; as soon as one IAB node receives BH RLF notification from its parent node, it should trigger recovery procedure because the received BH RLF notification itself should be interpreted as the failure of the BH failure of the IAB node. In this sense, the procedural flow of this option is a bit simpler, as compared to the option1. However, this simpler procedural flow comes at the cost of late initiation of recovery from the child nodes, because recovery procedure can be initiated by the child nodes only after reception of the BH failure notification.
In the third option, if an IAB node, node3 in the figure 1(c), detects a RLF on its backhaul link, it immediately notifies the BH RLF event to its child node, node4. The IAB node then initiates recovery procedure to recover from the BH RLF. Note that, upon reception of the BH RLF notification, the child nodes do not have to immediately trigger recovery procedure because their parent is currently performing recovery and if the recovery becomes successful, the child nodes can remain intact by the notified BH RLF. If the backhaul link recovery of a parent node fails, then the child node needs to initiate recovery procedure. The benefit of this option comes if we allow the child nodes to initiate some proactive actions that are necessary in case the recovery attempt of their parent fails. Such proactive actions can save recovery time of the child nodes quite a lot and thus beneficial to reduce service interruption largely when recovery from RLF cannot be localized. With this option, the child node may need to be informed of the failure of the backhaul recovery by its parent node such that the child node can initiate its own recovery procedure at the proper moment of time.  
Table 1 summarizes the comparison of three options. 
Table 1. Comparison of options
	
	Option1: A single notification message = {RLF}
	Option2: A single notification message = {RLF recovery failure}
	Option3: Three types of notification messages ={RLF, RLF recovery success, RLF recovery failure}

	Pros
	Early notification to child compared to opton2 is possible. 
	Procedural flow is simple.
	Shorter service interruption is possible via proactive preparation (e.g. backhaul switching) by child node. 

	Cons
	Not clear when the child receiving the notification can take actions. 
	Longer service interruption time.
	Procedural flow is less simpler.



Among the options, it is our view that the option3 provides maximally feasible gain in terms of service interruption time, and this gain should be considered very essential for backhaul performance. We think the differential specification work between option2 and 3 is marginal. 
Proposal 1: An IAB node notifies to child nodes A) BH RLF, and either B1) success of recovery from BH RLF upon success of recovery from BH RLF of B2) failure of recovery from BH RLF.
Proposal 2: If an IAB node receives a BH RLF notification (A), it may take proactive actions to accelerate potential recovery procedure to perform in case of parent node’s failure of recovery from BH RLF
The details of node’s behaviour to be performed by the IAB node upon receiving BH RLF notification needs further discussion. In addition, the potential proactive actions depends on the recovery procedure to be followed and the capabilities of the IAB node.  
Proposal 3: If an IAB node receives a success of recovery from BH RLF notification (B), it considers that the backhaul is recovered.
The details of the node’s behaviour to be performed by the IAB node upon receiving the recovery success notification needs further discussion.
Proposal 4: If an IAB node receives a failure of recovery from BH RLF notification (B), it considers that the backhaul between the node and its parent experiences RLF. 
Note that, after receiving a failure of recovery from BH RLF notification, the notification propagation to the downward topological direction is recursive, i.e. the node will send BH RLF notification it its child node and either of success/failure of its recovery, depending on the recovery consequence. 

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Proposal
This contribution further discusses how to treat backhaul link failure, focusing on the handling the failure notification. 
Proposal 1: An IAB node notifies to child nodes A) BH RLF, and either B1) success of recovery from BH RLF upon success of recovery from BH RLF of B2) failure of recovery from BH RLF.
Proposal 2: If an IAB node receives a BH RLF notification (A), it may take proactive actions to accelerate potential recovery procedure to perform in case of parent node’s failure of recovery from BH RLF
Proposal 3: If an IAB node receives a success of recovery from BH RLF notification (B), it considers that the backhaul is recovered.
Proposal 4: If an IAB node receives a failure of recovery from BH RLF notification (B), it considers that the backhaul between the node and its parent experiences RLF. 
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