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Introduction
[bookmark: OLE_LINK9]In NTN, the CP latency is large, especially for GEO, due to the high signal transmission delay. Inactive state is introduced into NR because it could reduce CP latency, then keeping inactive state work well in NTN will be very helpful to reduce CP latency of NTN. In this contribution, we provide our further consideration on inactive state in NTN. 
Compared to the previous version, the following changes are made:
· Add observation4, 5
· Add proposal 1, 2
· Add TP for inactive state in 38.821 in Appendix
Discussion
0. Regenerative satellite based NG-RAN architectures
[bookmark: OLE_LINK1]According to [1], regenerative satellite based NG-RAN architecture consider two cases: 1) with ISL; 2) without ISL as shown the following two figures. 


Figure 1-1: Regenerative satellite without ISL, gNB processed payload




Figure 1-2: Regenerative satellite with ISL, gNB processed payload
The regenerative satellite based NG-RAN architecture without ISL means that there is no Xn interface between NTN gNBs.
Observation 1: there is no Xn interface between gNBs in regenerative satellite based NG-RAN architecture without ISL.
In LEO with moving beam scenario as shown in the Fig.2, the UE is released to inactive state in cell 1 and then the gNB1 will be the anchor gNB. Because the anchor gNB and cells are moving with the motion of satellite, the UE will leave its RNA after some time and RNAU will be triggered. Then, due to the fast motion of LEO, the UE will face frequent RNAU issue. Moreover, considering that RNA is usually smaller than TA and it’s difficult to remit this issue by expanding RNA because of the limited Xn between gNBs in NTN, it will make this issue more serious than TAU. Furthermore, as shown in this figure, the UE will be enter RNA2 covered by gNB2 and perform RNAU at gNB2. During this procedure, gNB2 will fetch UE’s context from gNB1 and switch UE’s path from gNB1. However, UE context fetching may fail due to the fact that Xn interface between gNB1 and gNB2 doesn’t exist. In this time, gNB2 has to release UE to idle sate. This means that the limited Xn interface has an impact on whether inactive state could work well in NTN. 


Figure 2 Moving RNA on earth
Observation 2: in LEO with moving beam scenario, UE faces frequent RNAU issue, which is more serious than frequent TAU issue.
Observation 3: in LEO with moving beam scenario, the limited Xn interface has an impact on whether inactive state could work well in NTN.
In order to handle frequent TAU issue, a solution of fixed TA on earth was agreed in the last RAN2 meeting. One interesting question is whether fixed RNA on earth also could solve frequent RNAU issue. As illustrated in Fig.3, RNA1 and RNA2 are fixed on earth, gNB1 provides coverage of RNA1 first and then gNB2 takes over. During this, all UE context needs to be transferred from gNB1 to gNB2, and the UE’s path to UPF needs to be switched from gNB1 to gNB2 also. Then, gNB2 will be the anchor gNB and broadcasts “RNA1” as its RNA code. Obviously, this procedure is very signal-consuming. Moreover, if the Xn interface is limited, it is impossible to transfer UE context and then this solution would not work. 
Observation 4: if adopting fixed RNA on earth, the signalling overhead for UE context transferring and path switch would be very large.
Observation 6: if the Xn interface is limited, the solution of fixed RNA on earth would not work.


Figure 3 Fixed RNA on earth
One potential solution for frequent RNAU issue and possible limited Xn interface issue to store UE’s context in AMF. The detail of this solution is shown as Fig. 4.


Figure 4 storing UE context in CN
Step 1: UE is released to RRC_INACTIVE state from RRC_CONNECTED state by anchor gNB.
Step 2: Anchor gNB report UE’s context, indicated RNA and I-RNTI to AMF and AMF stores them.
Step 3: UE’s path will be released to avoid frequent path switch during satellite moving.
Step 4: if there is data coming, AMF will trigger RNA paging to UE within RNA indicated by previous anchor gNB. Note that this RNA could be large and even could equals to TA to remit frequent RNAU issue if adopting moving RNA solution. If adopting fixed RNA solution, AMF needs to decide which gNBs is covering the indicated RNA to transmit paging message based on satellite ephemeris.
Step 5: As a response of RNA paging or triggered by some MO service, UE transmits RRC resume request message to target gNB. 
Step 6: After receiving RRC resume request message, the target gNB would request UE context from AMF.
Step 7&8: After finishing authentication, AMF will transfer UE context to the target gNB.
Step 9&10: After obtaining UE context, the target gNB will transmit RRC resume message to UE and establish its path to UPF.
After storing UE context in AMF, the frequent RNAU issue could be remitted by configuring larger RNA without considering the limitation of Xn interface for moving RNA solution. The signalling overhead for UE context transferring and path switch could be avoided for fixed RNA solution and fixed RNA solution would not be impacted by the Xn interface limitation. Therefore, it is proposed to considering to store UE context of inactive UEs in AMF in NTN.
Proposal 1: RAN2 could consider to store UE context of inactive UEs in AMF in regenerative satellite scenario.
Transparent satellite based NG-RAN architecture
In transparent satellite based NG-RAN architecture, gNB is on ground and the satellite just transfers signal transparently. Hence, it could be assumed that there exists Xn between gNB like terrestrial network. In this architecture, RNA is fixed on the ground because of the location of gNB is fixed. Then, the anchor gNB is always reachable and UE context could be obtained as long as UE doesn't move out of its RNA. Therefore, inactive state could work in transparent satellite based NG-RAN architecture.
Observation 6: inactive state could work well in transparent satellite based NG-RAN architecture.
Proposal 2: RAN2 to capture in the TR 38.321 the observations and proposed solution for inactive state in TP in appendix.
Conclusion
In this contribution, we provide our further consideration on inactive state in NTN, and we get the following observations and proposals:
Observation 1: there is no Xn interface between gNBs in regenerative satellite based NG-RAN architecture without ISL.
Observation 2: in LEO with moving beam scenario, UE faces frequent RNAU issue, which is more serious than frequent TAU issue.
Observation 3: in LEO with moving beam scenario, the limited Xn interface has an impact on whether inactive state could work well in NTN.
Observation 4: if adopting fixed RNA on earth, the signalling overhead for UE context transferring and path switch would be very large.
Observation 5: if the Xn interface is limited, the solution of fixed RNA on earth would not work.
Observation 6: inactive state could work in transparent satellite based NG-RAN architecture.

Proposal 1: RAN2 could consider to store UE context of inactive UEs in AMF in regenerative satellite scenario.
Proposal 2: RAN2 to capture the TP in appendix into TR.
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Appendix
[bookmark: _Toc6220009]7.3.3 	Paging issue
Editor’s note: RAN2 will study impacts and possible enhancements to TA management and update and report to RAN3
7.3.3.x RNA paging issue
Regenerative satellite based NG-RAN architecture: In this architecture, we focus on gNB processed payload.
· Moving RNA solution: Because the anchor gNB and cells are moving with the motion of satellite, the UE will leave its RNA after some time and RNAU will be triggered. Then, due to the fast motion of LEO, the UE will face frequent RNAU issue. Moreover, considering that RNA is usually smaller than TA and it’s difficult to remit this issue by expanding RNA because of the limited Xn between gNBs in NTN, it will make this issue more serious than TAU. Furthermore, the UE will be enter RNA2 covered by gNB2 and perform RNAU at gNB2. During this procedure, gNB2 will fetch UE’s context from gNB1 and switch UE’s path from gNB1. However, UE context fetching may fail due to the fact that Xn interface between gNB1 and gNB2 doesn’t exist. In this time, gNB2 has to release UE to idle sate. This means that the limited Xn interface has an impact on whether inactive state could work well in NTN.


Figure 7.3.3.x-1 Moving RNA on earth
· Fixed RNA solution: As illustrated in Fig.7.3.3.x-2, RNA1 and RNA2 are fixed on earth, gNB1 provides coverage of RNA1 first and then gNB2 takes over. During this, all UE context needs to be transferred from gNB1 to gNB2, and the UE’s path to UPF needs to be switched from gNB1 to gNB2 also. Then, gNB2 will be the anchor gNB and broadcasts “RNA1” as its RNA code. Obviously, this procedure is very signal-consuming. Moreover, if the Xn interface is limited, it is impossible to transfer UE context and then this solution would not work.


Figure 7.3.3.x-2 Fixed RNA on earth
Transparent satellite based NG-RAN architecture: In transparent satellite based NG-RAN architecture, gNB is on ground and the satellite just transfers signal transparently. Hence, it could be assumed that there exists Xn between gNB like terrestrial network. In this architecture, RNA is fixed on the ground because of the location of gNB is fixed. Then, the anchor gNB is always reachable and UE context could be obtained as long as UE doesn't move out of its RNA. Therefore, inactive state could work in transparent satellite based NG-RAN architecture.
7.3.3.y RNA paging solution
One potential solution for frequent RNAU issue and possible limited Xn interface issue to store UE’s context in AMF. The detail of this solution is shown as Fig. 3.


Figure 3 storing UE context in CN
Step 1: UE is released to RRC_INACTIVE state from RRC_CONNECTED state by anchor gNB.
Step 2: Anchor gNB report UE’s context, indicated RNA and I-RNTI to AMF and AMF stores them.
Step 3: UE’s path will be released to avoid frequent path switch during satellite moving.
Step 4: if there is data coming, AMF will trigger RNA paging to UE within RNA indicated by previous anchor gNB. Note that this RNA could be large and even could equals to TA to remit frequent RNAU issue if adopting moving RNA solution. If adopting fixed RNA solution, AMF needs to decide which gNBs is covering the indicated RNA to transmit paging message based on satellite ephemeris.
Step 5: As a response of RNA paging or triggered by some MO service, UE transmits RRC resume request message to target gNB. 
Step 6: After receiving RRC resume request message, the target gNB would request UE context from AMF.
Step 7&8: After finishing authentication, AMF will transfer UE context to the target gNB.
Step 9&10: After obtaining UE context, the target gNB will transmit RRC resume message to UE and establish its path to UPF.
After storing UE context in AMF, the frequent RNAU issue could be remitted by configuring larger RNA without considering the limitation of Xn interface for moving RNA solution. The signalling overhead for UE context transferring and path switch could be avoided for fixed RNA solution and fixed RNA solution would not be impacted by the Xn interface limitation.
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