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Introduction
Following the email discussion [105#46][IAB] Routing [1], at the RAN2#105bis meeting the following agreements were made [2]: 
· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 
· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 
· Load balancing by routing by Donor CU shall be possible
· Local selection of path/route is done at link failure, other cases FFS

Per the agreements, either destination IAB node/IAB donor-DU address or specific path identifier are considered candidates for route identifier for routing at BAP layer. Additional information required for routing is FFS. Moreover, it was also agreed that local selection of path/route is done at link failure, at least. In this contribution we further discuss issues related to selection of route identifier for routing at BAP layer. 

Requirements for Routing Identifier
The selection of a route identifier for routing at BAP layer should be made considering several design requirements as follows:
1. Donor node should control routing – In an IAB network it is important for the donor node to determine the routes over which packets are transmitted. This is because the donor node has the best visibility of upstream and downstream link and congestion conditions across all routes under it. Intermediate IAB nodes, on the other hand, do not have such visibility. So, it is inappropriate for intermediate IAB nodes to freely make routing decisions in an IAB network. The donor node should have full control over routing decisions in an IAB network.

2. IAB nodes should make local route selection upon link failure – This design requirement seems contradictory to the previous requirement. It requires an IAB node to make a local routing decision while the previous requirement puts the donor node fully in charge of routing. However, both requirements are important to meet. This can be made possible when providing a framework that allows individual IAB nodes to make limited local routing decisions under defined constraints. For example, the local IAB node can only select from one of two or three already established routes to the same destination based on guidance provided by the donor node.  

3. Load balancing – The BAP layer routing design should allow the donor node to perform load balancing by routing (per agreement stated above). Such load balancing may be performed in one of two possible ways:

· Semi-statically, where path selection for packets happens semi-statically as determined by donor node. Such semi-static path selection could be influenced by the donor node in a number of ways depending upon the routing framework. For example, it could be through a route update message to affected IAB nodes. In general, it is reasonable to assume that a semi-static path update may require RRC signaling from the donor to the IAB node.
· Dynamically, where path selection can happen on a per-packet basis.

4. Forward compatibility – While the initial design for IAB routing may be relatively simple, it is also important that it does not short-change any future enhancements. The IAB routing design should be forward compatible to allow future development of IAB features. In particular, the IAB routing design should not limit future extension of IAB framework to include IAB node mobility or additional topologies. 

Proposal 1: BAP layer routing design should allow the donor node to control routing paths on a per-packet basis while still allowing individual IAB nodes to make limited local routing decisions under defined constraints.
Destination ID vs. Path ID Based Routing
With destination ID based routing, the BAP header for each packet contains the destination ID. Each IAB node hosts a routing table that maps destination ID to next hop node. The donor node can configure the routing table entries at each IAB node to control routing paths. Multiple entries can be made for the same destination ID corresponding to multiple paths. Such multiple entries can allow individual IAB nodes to make local decision by choosing one of the multiple entries in the routing table. However, routing based on destination ID alone does not allow the donor to dynamically balance load across different paths because there is no way for the donor to indicate to an IAB node which path to choose for which packet. Moreover, there is also no way for the donor to provide any guidance to the IAB node about the best alternative path in case of link failure on the current chosen path. This means that in order to satisfy requirements stated in the previous section, if destination ID is used as the routing identifier, it needs to be further enhanced with some additional information. 
Observation 1: Routing based on destination ID alone is not sufficient to allow dynamic load balancing across different routing paths. 
Observation 2: While destination ID based routing allows local routing decisions by IAB nodes, additional information may need to be provided to IAB nodes to guide IAB nodes to select the best alternative path in case of link failure.
With path ID based routing, the BAP header for each packet contains a path ID. Each IAB node hosts a routing table that maps path ID to next hop node. The donor node can configure the routing table entries at each IAB node to control routing paths. Multiple entries in the routing table corresponding to different path IDs can lead to the same destination node. By setting the appropriate path ID in the packet header, the donor can dynamically perform load balancing across different paths very efficiently. Since the source node sets the path ID in the BAP header, for downstream flows, the donor has all the necessary information to decide the best path for a packet. However, for upstream flows, the source node is the access IAB node. The access IAB node does not have the global view across the IAB network to decide the best path to choose for a given packet. So, it cannot make effective routing decisions by itself. This means that for path ID based routing, for all upstream flows, every path switch needs to be communicated to the access IAB nodes from the donor. Hence, dynamic load balancing by the donor node for upstream flows cannot be supported by path ID based routing.
Also, for path ID based routing, local routing decisions by IAB nodes are not possible, unless the routing tables are enhanced to indicate which paths lead to a common destination node, and when IAB nodes are allowed to overwrite the path ID field in the BAP header.
Observation 3: For downstream flows, path ID based routing can easily support dynamic load balancing by the donor node across different paths. For upstream flows, path ID based routing cannot support dynamic load balancing by the donor node across different paths.
Observation 4: Path ID based routing cannot support local routing decisions by IAB nodes, unless the routing tables are enhanced to indicate which paths lead to a common destination node, and when IAB nodes are allowed to overwrite the path ID field in the BAP header.

Comparison of Alternatives
The above discussion makes it very clear that neither destination ID based routing nor path ID based routing is perfect for BAP layer routing. Each routing philosophy may need enhancements to satisfy the requirements stated in previous section. Some such enhancements have been discussed in the RAN2 email discussion on this topic [1]. We further expand that to include more alternatives to explore various possibilities. 
One of the additional factors that has been considered by some companies is cost. For example, in the email discussion [1] one of the alternatives that was considered was destination ID + cost, where cost is managed by the IAB node. However, this particular combination needs to be ruled out because when cost is managed by the IAB node alone, the donor node no longer has control over routing. This violates the key requirement that the donor node needs to have control over routing, while the IAB node should be able to make only selective local routing decisions in case of link failure.
Observation 5: The combination of destination ID + cost, where cost is managed by the IAB node, is an invalid alternative because it takes away routing control from the donor node.
Hence, we consider the following different possibilities for route selection candidates. Specifically, we consider a cost metric managed by the donor node. This is further discussed in a companion contribution [3] and also compared with other candidates in the analysis in this contribution. Note that these candidates are not necessarily the information carried in BAP headers. For example, the cost information may not need to be carried over BAP headers, but independently configured by the donor node at each IAB node while configuring or updating routing tables. 
· Destination ID + cost, where cost is managed by donor node
· Path ID + cost, where cost is managed by donor node
· Destination ID + path ID
· Destination ID + path ID + cost, where cost is managed by donor node

Note that in the case of combinations with destination ID and path ID, the range of path ID need to be unique only per destination ID, so the routing identifier overhead impact is limited. Regarding the alternative that include cost managed by the donor node, one can conceive additional alternatives where a component of the cost is also contributed by the IAB node. For the purpose of this discussion we ignore those alternatives because they are not consequential in this discussion. The important thing about the cost-based alternatives is that the donor should have control over the cost component in order to not give up full control of path selection to the IAB node. 
Some discussion is also required regarding future compatibility of IAB specifications. The focus in Release 16 is to get a reasonable first version of IAB functionality specified relatively quickly so that work towards initial IAB deployments can proceed. However, as we make design choices, it must also be kept in mind that IAB specifications will evolve in the future to new use cases. At least some future use cases can be predicted based on past discussions, for example scenarios involving IAB node mobility. Hence, as far as possible, IAB design choices made during Release 16 specification phase should not preclude or hinder further evolution of IAB to new use cases, such as scenarios with IAB node mobility.
Proposal 2: As far as possible, IAB design choices made during Release 16 specification phase should not preclude or hinder further evolution of IAB to new use cases, such as scenarios with IAB node mobility.
In the below table, we compare destination ID based routing and path ID based routing with the above four alternatives against the requirements described in Section 2. 








Table 1: Comparison of Routing Alternatives
	
	1
	2
	3
	4
	5
	6

	
	Destination ID
	Path ID
	Destination ID + Cost from donor
	Path ID + Cost from donor
	Destination ID + Path ID
	Destination ID + Path ID + Cost from donor

	Donor control
	Not when there are multiple paths
	Yes
	Yes
	Yes
	Yes
	Yes

	Local selection
	Yes
	Only with destination information in routing tables, and if path ID can be replaced in BAP headers
	Yes
	Only with destination information in routing tables, and if path ID can be replaced in BAP headers
	Yes
	Yes

	Input from donor for local selection
	No
	No
	Yes
	Yes
	No
	Yes

	Load balancing by donor CU
	Semi-static 
	Dynamic on downstream
Semi-static on upstream
	Semi-static
	Dynamic on downstream
Semi-static on upstream
	Dynamic on downstream
Semi-static on upstream
	Dynamic on downstream
Semi-static on upstream

	Impact of node mobility
	Lowest impact. Routing tables at affected nodes need to be updated.
	Highly disruptive since path definitions change
	Lowest impact. Routing tables at affected nodes need to be updated
	Highly disruptive since path definitions change
	Moderate impact. Routing tables and path IDs involving affected nodes need to be updated
	Moderate impact. Routing tables and path IDs involving affected nodes need to be updated



Looking at the above table, we can see that except for the destination ID based routing (Alternative 1), all other alternatives allow the donor node to be in full control of routing. Also, path ID based schemes can only perform local selection when routing tables at IAB nodes are enhanced to indicate which paths lead to common destination nodes, and when IAB nodes are allowed to overwrite the path ID field in the BAP header. This causes routing tables to be complex for path ID based routing.
Only Alternatives 3, 4, and 6 allow the donor to influence the IAB nodes’ local selection of routes upon link failure. This is an important characteristic because it enables the donor to influence which path is selected by the IAB node in case of link failure. In the given examples, this influence is in the form of a cost metric configured by the donor on IAB nodes during, for example, the route update procedure. Further local influence by the IAB node is not precluded. 
Observation 6: Both destination ID based routing and path ID based routing schemes can be enhanced to allow the donor to achieve full control over routing, while still allowing IAB nodes to make local selection of routing path in case of link failure. However, the donor needs to provide additional information (e.g. cost metric) per path to IAB nodes to influence which path is locally selected in case of link failure.
None of the considered alternatives can perform dynamic load balancing on both upstream and downstream flows. Path ID based routing schemes can perform fully dynamic load balancing on downstream flows but on upstream flows they can only perform semi-static load balancing just like routing schemes that use destination ID based routing. The importance of dynamic load balancing on downstream flows can therefore influence the choice of routing scheme. If companies feel that the donor may need to switch routes often and on a per-packet basis on the downlink, path ID based schemes may be a better choice. However, if it is felt that for the most part routes may remain stable, changing only occasionally in response to network conditions or events, semi-static load balancing may be sufficient.  
Observation 7: None of the considered routing alternatives can perform dynamic load balancing on both upstream and downstream flows. All schemes can perform semi-static load balancing configured by the donor node. Path ID based alternatives can perform dynamic load balancing only on downstream flows.
Finally, looking forward to IAB evolution, considering that there may be a need to support IAB node mobility in the future, we can consider the impact of node mobility on the routing framework. It seems obvious that purely path ID based routing schemes may be impacted the most by node mobility. When the association of an IAB node changes from one parent to another parent (could be under the same donor DU or different donor DU), the entire defined path to the destination IAB node changes. This may require redefining new paths and updating routing tables at the donor and all IAB nodes that were on the old paths. Furthermore, any mechanisms to recover packets in flight are very complicated because the populated path IDs on BAP headers may have become invalid and no destination ID is available to help route those packets correctly. Destination ID based routing schemes can handle node mobility with less disruption because when an IAB node moves to a different parent node, any upstream or downstream IAB nodes that are common between the old and new topologies are mostly likely unaffected. Only those IAB nodes that are directly affected by the node’s mobility need routing updates from the donor node. 
Observation 8: Destination ID based routing schemes may be most flexible to handle future use cases such as scenarios with node mobility. Purely path ID based routing schemes may have the highest impact when handling node mobility. 
Considering the above discussion, it seems that Alternative 3, or routing schemes that use destination ID + cost configured by the donor node, may offer the best balance between simplicity of specification, overhead, load balancing, ability for donor to control routing while still influencing local selection, and forward compatibility. Note that for such schemes, the BAP header needs to carry only the destination ID, while the cost metric (or any similar alternative determined by RAN2) can be configured by the donor node per path at the IAB node’s routing table via routing updates. 
Proposal 3: RAN2 should adopt a routing scheme that uses destination ID + cost configured by the donor node for BAP layer routing. The BAP header needs to carry only the destination ID, while the cost metric (or any similar alternative determined by RAN2) can be configured by the donor node per path at the IAB node’s routing table via routing updates.
Conclusion
In this contribution we discussed various alternatives for routing identifier considering different requirements for IAB routing at the BAP layer. The following observations and proposals were offered for consideration:
Observation 1: Routing based on destination ID alone is not sufficient to allow dynamic load balancing across different routing paths. 
Observation 2: While destination ID based routing allows local routing decisions by IAB nodes, additional information may need to be provided to IAB nodes to guide IAB nodes to select the best alternative path in case of link failure.
Observation 3: For downstream flows, path ID based routing can easily support dynamic load balancing by the donor node across different paths. For upstream flows, path ID based routing cannot support dynamic load balancing by the donor node across different paths.
Observation 4: Path ID based routing cannot support local routing decisions by IAB nodes, unless the routing tables are enhanced to indicate which paths lead to a common destination node, and when IAB nodes are allowed to overwrite the path ID field in the BAP header.
Observation 5: The combination of destination ID + cost, where cost is managed by the IAB node, is an invalid alternative because it takes away routing control from the donor node.
Observation 6: Both destination ID based routing and path ID based routing schemes can be enhanced to allow the donor to achieve full control over routing, while still allowing IAB nodes to make local selection of routing path in case of link failure. However, the donor needs to provide additional information (e.g. cost metric) per path to IAB nodes to influence which path is locally selected in case of link failure.
Observation 7: None of the considered routing alternatives can perform dynamic load balancing on both upstream and downstream flows. All schemes can perform semi-static load balancing configured by the donor node. Path ID based alternatives can perform dynamic load balancing only on downstream flows.
Observation 8: Destination ID based routing schemes may be most flexible to handle future use cases such as scenarios with node mobility. Purely path ID based routing schemes may have the highest impact when handling node mobility. 

Proposal 1: BAP layer routing design should allow the donor node to control routing paths on a per-packet basis while still allowing individual IAB nodes to make limited local routing decisions under defined constraints.
Proposal 2: As far as possible, IAB design choices made during Release 16 specification phase should not preclude or hinder further evolution of IAB to new use cases, such as scenarios with IAB node mobility.
Proposal 3: RAN2 should adopt a routing scheme that uses destination ID + cost configured by the donor node for BAP layer routing. The BAP header needs to carry only the destination ID, while the cost metric (or any similar alternative determined by RAN2) can be configured by the donor node per path at the IAB node’s routing table via routing updates.
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