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1. Introduction
In RAN2#105 meeting [1], the following agreements were reached on MCG fast recovery:

Agreements

1. MCG failure can be indicated to the network via the SCG. FFS if via SCells. 

2. FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  

3. We will aim to have a unified solution for the failure cases that we want to address. 

And some further agreements for MCG fast recovery were reached in last RAN2#105bis meeting [2], as follows:

Agreements for MCG fast recovery:

0
MCG fast recovery targets all MRDC architecture options

1:
When MCG failure occurs, UE follows SCG failure-like procedure:

i.
UE does not trigger RRC connection re-establishment. 

ii.
UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.

2: 
MCG fast recovery targets the following use cases MCG leg RLF

FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 

3
MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 

4
MCG failure indication should include:

i.
Available measurement results of MCG

ii.
MCG link failure cause

iii.
Available measurement results of SCG

iv.
Available measurement results of non-serving cells

5: 
For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.

6: 
SCG leg of the split SRB1 can be used for MCG fast recovery. 

FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1

7:
New SRB is not introduced for MCG fast recovery.

In this contribution, we provide some further considerations on MCG fast recovery in following two aspects:

· PCell failure recovery via SCells in case of CA;

· MCG fast recovery via SRB3.
2. PCell failure recovery via SCells in case of CA
In RAN2#105 meeting, RAN2 has discussed MCG fast recovery via SCells, but no consistent agreement was reached. In our view, MCG failure recovery via SCells can be considered in the scenario of CA configured in MCG.

In NR, the network can configure more than one RLC entity for serving cells linked with one PDCP entity (e.g. one RLC entity for PCell and one RLC entity for one or multiple SCells) in case of CA duplication. In current release, when CA duplication is configured and activated on MCG, the UE shall initiate the failure information procedure to report RLC failure via PCell if the RLC failure is detected on the logical channel only mapped to SCells. But if the RLC failure is detected on the logical channel linked with PCell, RLF is considered to be detected for the MCG and the RRC re-establishment procedure shall be triggered. The corresponding description is specified in TS 38.331[3] as follows.

	5.3.10.3
Detection of radio link failure
The UE shall:
1>
upon T310 expiry in PCell; or

1>
upon random access problem indication from MCG MAC while neither T300, T301, T304, T311 nor T319 are running; or

1>
upon indication from MCG RLC that the maximum number of retransmissions has been reached:

2>
if CA duplication is configured and activated; and for the corresponding logical channel allowedServingCells only includes SCell(s):

3>
initiate the failure information procedure as specified in 5.7.5 to report RLC failure.

2>
else:

3>
consider radio link failure to be detected for the MCG i.e. RLF;

3>
if AS security has not been activated:

4>
perform the actions upon going to RRC_IDLE as specified in 5.3.11, with release cause 'other';

3>
else if AS security has been activated but SRB2 and at least one DRB have not been setup:

4>
perform the actions upon going to RRC_IDLE as specified in 5.3.11, with release cause 'RRC connection failure';

3>
else:

4>
initiate the connection re-establishment procedure as specified in 5.3.7.


However, if the RRC re-establishment procedure is initiated, the UE shall suspend all transmissions, which introduces a connection interruption. Considering the objectives for MCG fast recovery, the UE should avoid interruption as far as possible to reduce latency. When CA duplication is configured for SRB1, if RLC failure is detected on one SRB leg mapped to PCell, the other duplication SRB leg may be still useful. In such case, the UE could only suspend the transmission on PCell and report PCell failure indication to the network via SCells not mapped to the failed RLC entity. Besides, if radio link problem or RACH failure is detected on PCell, the UE could also report PCell failure indication via SCells, instead of triggering RRC re-establishment procedure. Then, the network shall handle the PCell failure information and send PCell reconfiguration message via the same SCells reporting PCell failure indication, similarly with the procedure for MCG fast recovery via SCG.
Proposal 1: When CA duplication is configured and activated on MCG, reporting PCell failure indication to the network via MCG SCells can be supported at least in case of RLC failure.

For PCell failure indication, the RRC message can be considered to reuse the existing FailureInformation message or the new RRC message designed for MCG failure indication (e.g. MCGFailureInformation). It depends on whether available measurement results of serving cells and non-serving cells are required to report to the network. From the network configuration perspective, the measurement results can help to reconfigure PCell well (e.g. perform PCell handover). Thus we prefer to reuse the RRC message designed for MCG failure indication. Besides, since no RLM is performed on SCells, some fall-back mechanisms (e.g. introduce a T301 similar timer and fall-back to RRC re-establishment procedure upon the timer expiry ) should be considered to reduce the unnecessary waiting delay. So the procedure and signaling for MCG fast recovery via SCG may be reused for PCell failure recovery via SCell.
Proposal 2: Prioritize to complete the solution for MCG fast recovery via SCG, and consider whether to reuse its procedure and signaling in PCell failure recovery via MCG SCells.

3. MCG fast recovery via SRB3
RAN2 has agreed that SCG leg of the split SRB1 can be used for MCG fast recovery. But the split SRB1 is not always configured in case of MR-DC. Sometimes, the SRB3 is configured for the UE, but without the split SRB1. In such case, the UE should be allowed to report MCG failure indication to the NW via SRB3. Additionally, if RRC integrity check failure is detected on SRB1, SRB3 may still be reliable to report MCG failure indication since SRB3 is ciphered and integrity protected by SN PDCP.

Proposal 3: If configured, SRB3 can be used for MCG fast recovery at least in following two cases:

- Split SRB1 is not configured for the UE;
- MCG RRC integrity check failure is detected on SRB1.

If a UE is configured with both split SRB1 and SRB3 simultaneously, the UE shall select which SRB can be used to report MCG failure indication based on failure types. If the MCG failure is triggered due to MCG RRC integrity check failure on SRB1, SRB3 could be prioritized to transmit the MCG failure indication. But for other failure cases, the UE shall always prioritize to use SCG leg of the split SRB1 since reporting MCG failure indication via SRB3 needs additional X2/Xn signaling interactions, which increases signaling overhead and system complexity.

Proposal 4: The UE always prioritizes SCG leg of the split SRB1 to report MCG failure indication if both split SRB1 and SRB3 are configured, unless the MCG failure is triggered due to MCG RRC integrity check failure on SRB1.

If SRB3 is used, the UE shall transmit the MCG failure indication to the SN. However, the SN can’t directly handle the MCG failure information and decide the MN/MCG change since only the MN has the NG-C interface to the core network and the SN may not understand all MCG configurations. So the SN shall transfer the MCG failure indication to the MN as a separate container via X2/Xn signaling and let the MN handle the MCG failure. Besides, if the MCG failure indication is reported via the SCG leg of the split SRB1, the MN can directly receive the message and handle MCG failure based on the failure types and measurement results. 

Proposal 5: The MN handles the MCG failure indication regardless of whether it is reported via the SCG leg of the split SRB1 or SRB3.
Proposal 6: Upon receiving the MCG failure indication via SRB3, the SN shall transfer it to the MN as a separate container via X2/Xn signaling. 

Upon receiving the MCG failure indication, the MN may decide to keep, change or release the MN/MCG based on failure types and available measurement results of serving cells and non-serving cells. The MN shall notify its decision (e.g. inter-MN handover, role change or MCG reconfiguration) to the UE via configured SRB(s). If only split SRB is configured, the MN shall directly send the MN RRC reconfiguration message to the UE via the SCG leg of the split SRB1. If only SRB3 is configured, the MN shall generate the MN RRC reconfiguration message and send it to the SN as a separate container via X2/Xn signaling. Then the SN shall transmit the received message to the UE via SRB3, in which the MN RRC reconfiguration message can be encapsulated in the SN RRC message as a RRC container. If both split SRB1 and SRB3 are configured, the MN shall always prioritize to use the SCG leg of the split SRB1 to send MN RRC reconfiguration message, unless the MCG RRC integrity check failure is detected on SRB1. 

Proposal 7: Upon receiving the MCG failure indication, the MN may decide to keep, change or release the MN/MCG and send MN RRC reconfiguration message to the UE via the same SRB receiving the MCG failure indication. 

Proposal 8: If only SRB3 can be used, the MN shall firstly send the MN RRC reconfiguration message to the SN as a separate container via X2/Xn signaling. Then the SN shall encapsulate the MN RRC reconfiguration in a SN RRC message as a container and transmit it to the UE via SRB3. 

4. Conclusion
We have discussed other solutions for  MCG fast recovery and given the following proposals:

For PCell failure recovery via SCells in case of CA:

Proposal 1: When CA duplication is configured and activated on MCG, reporting PCell failure indication to the NW via MCG SCells can be supported at least in case of RLC failure.

Proposal 2: Prioritize to complete the solution for MCG fast recovery via SCG , and consider whether to reuse its procedure and signaling in PCell failure recovery via MCG SCells.

For MCG fast recovery via SRB3:

Proposal 3: If configured, SRB3 can be used for MCG fast recovery at least in following two cases:

- Split SRB1 is not configured for the UE;
- MCG RRC integrity check failure is detected on SRB1.

Proposal 4: The UE always prioritizes SCG leg of the split SRB1 to report MCG failure indication if both split SRB1 and SRB3 are configured, unless the MCG failure is triggered due to MCG RRC integrity check failure on SRB1
Proposal 5: The MN handles the MCG failure indication regardless of whether it is reported via the SCG leg of the split SRB1 or SRB3.
Proposal 6: Upon receiving the MCG failure indication via SRB3, the SN shall transfer it to the MN as a separate container via X2/Xn signaling. 

Proposal 7: Upon receiving the MCG failure indication, the MN may decide to keep, change or release the MN/MCG and send MN RRC reconfiguration message to the UE via the same SRB receiving the MCG failure indication. 

Proposal 8: If only SRB3 can be used, the MN shall firstly send the MN RRC reconfiguration message to the SN as a separate container via X2/Xn signaling. Then the SN shall encapsulate the MN RRC reconfiguration in a SN RRC message as a container and transmit it to the UE via SRB3. 
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