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Introduction
RAN2#105 agreed [1]: 
	· RAN2 assumes that IAB-donor CU configures the adaptation layer.

· RAN2 assumes that routing is a function of the adaptation layer. 




RAN2#105bis agreed [2]:

	· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 

· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 

· Load balancing by routing by Donor CU shall be possible

· Local selection of path/route is done at link failure, other cases FFS




This paper aims to make further progress in the discussion of BAP-layer routing. First, a clean objective is defined for BAP layer routing. Based on this objective, a comparison can be made between routing using destination address vs. path identifier. In this discussion, the terms Route and Path are used synonymously. 

2
Discussion
2.1 
Routing objective
Based on the above agreement, BAP-layer routing should allow for Donor-CU-based load balancing. This implies that the route is selected by the source, i.e. the Donor CU for downstream packets and by the access IAB-node for upstream packets. Another agreement demands that local route selection should be supported in case of link failure. This implies that intermediate IAB-nodes can also perform route selection. 
Observation 1: BAP-layer routing should support source-based route selection for load balancing as well as local route selection in case of link failure.

Source-based and local route selection can be simultaneously supported by having the source indicate the preferred route for a packet, e.g. to perform load balancing, while allowing intermediate nodes to overturn this selection under conditions such as local link failure. 

Observation 2: Both source-based and local route selection can be combined by having the source indicate the preferred route for a packet while allowing intermediate nodes to overturn this selection under specific conditions. 
It is obviously beneficial if BAP could support such a flexible approach.
Proposal 1: BAP should support combined source-based and local route selection by having the source indicate the preferred route for a packet while allowing intermediates node to overturn this selection under specific conditions, e.g., BH RLF. 
2.2 
Destination address vs. path identifier
The above agreements consider routing based on destination address or based on path identifier. The subsection discusses how each option can support the objective of proposal 1.

Routing based on destination address:

The BAP header carries a destination-node address, and the node’s routing table holds entries such as:
Table 1: Routing table using destination address
	Destination address
	Next-hop link

	address_A
	link_X

	address_A
	link_Y

	address_A
	link_Z

	address_B
	link_Y

	…
	…


Local route selection can be enabled when multiple next-hop links are configured for the same destination address. When a packet arrives with a specific destination address (e.g. address_A in Table 1), the node can locally select among any subset of links specified for this address (i.e. link_X, link_Y and link_Z for address_A in Table 1). While local route selection is well supported for this scenario, it is not obvious how the source of a packet can indicate its preference for a specific route.
Observation 3: Using destination address for routing supports local route selection, but source-based route selection is not obvious.
Source-based route selection could be supported via an additional column in the routing table, which holds a “cost” metric to indicate the preference for one route over another (Table 2). In this manner, a route with lower cost is given preference over a route with higher cost. The cost value may be centrally and/or locally configured. While this approach allows defining static route preferences it does not enable packet-by-packet load-balancing. 
Observation 4: Using destination address together with route-based cost metrics for routing does not support dynamic load balancing.
Table 2: Routing table based on destination address and route-based cost metric
	Destination address
	Next-hop link
	Cost 

	address_A
	link_X
	1

	address_A
	link_Y
	2

	address_A
	link_Z
	3

	address_B
	link_Y
	1

	…
	…
	…


Alternatively, multiple addresses can be used for redundant routes with same destination. In this case, the source can select a route by choosing its designated address. While source-based routing is possible in this manner, local route selection becomes cumbersome unless the intermediate node is informed about which addresses belong to the same destination. This can be achieved by including the mapping among all addresses with same destination into the routing table (e.g. Table 3). 
Observation 5: Using independent destination addresses for redundant routes enables source-based routing but demands complex routing tables to accommodate local routing.
Table 3: Routing table based on destination address including alternative address entries
	Destination address
	Next-hop link
	Alternative addresses

	address_A1
	link_X
	address_A2, address_A3

	address_A2
	link_Y
	address_A1, address_A3

	address_A3
	link_Z
	address_A1, address_A2

	address_B
	link_Y
	None

	…
	…
	…


Routing based on path identifier:

The BAP header carries a path identifier, and each routing table entry holds:

Table 4: Routing table based on path identifier
	Path identifier
	Next-hop link

	path_A
	link_X

	path_B
	link_Y

	path_C
	link_Z

	path_D
	link_Y

	…
	…


Obviously, source-based route selection is supported since the source can select the appropriate path Id when sending a packet on its designated path. While source-based routing is possible, local route selection becomes cumbersome unless the intermediate node is informed about which routes have same destination. This can be achieved by including the mapping among all path-Ids with same destination into the routing table (e.g. Table 5).  

Observation 6: Using path Id for routing supports source-based route selection but it demands complex routing tables to accommodate local routing.
Table 5: Routing table based on path identifiers including alternative path entries
	Path identifier
	Next-hop link
	Alternative paths

	path_1
	link_X
	path_2, path_3

	path_2
	link_Y
	path_1, path_3

	path_3
	link_Z
	path_1, path_2

	path_4
	link_Y
	None

	…
	…
	…


Routing based on combined (destination address, path identifier):

The BAP header carries a destination address and a path identifier. In this case, the routing table entry holds:
Table 6: Routing table based on destination address and path identifier
	Destination address
	Path Identifier
	Next-hop link

	address_A
	path_1
	link_X

	address_A
	path_2
	link_Y

	address_A
	path_3
	link_Z

	address_B
	path_1
	link_Y

	…
	
	…


Source-based route selection is supported by having the source select the (destination address, path-Id)-pair. Local route selection is supported by having the intermediate node select among routes with same destination address.

Observation 7: Using a combination of destination address and path Id enables source-based and local route selection.

The BAP routing information consistent of destination address and path Id can be optimized. This reduces the overhead to be carried on the BAP header. The following optimizations are possible:

1. Path Ids only have to be unique within the scope of each destination address, i.e. they can be reused for different destinations.

2. All paths without cross-over points can share the same path identifier. 
Observation 8: The maximum number of paths to be supported can be highly optimized reducing the overhead for the path-identifier.

Proposal 2: BAP should support (destination address, path Id)-pair for routing. 
3
Conclusion
This paper discussed the objective for BAP layer routing. It further performed a comparison between routing using destination address vs. path identifier. The following observations and proposals have been made: 

Observation 1: BAP-layer routing should support source-based route selection for load balancing as well as local route selection in case of link failure.

Observation 2: Both source-based and local route selection can be combined by having the source indicate the preferred route for a packet while allowing intermediate nodes to overturn this selection under specific conditions. 
Observation 3: Using destination address for routing supports local route selection, but source-based route selection is not obvious.
Observation 4: Using destination address together with route-based cost metrics for routing does not support dynamic load balancing.
Observation 5: Using independent destination addresses for redundant routes enables source-based routing but demands complex routing tables to accommodate local routing.
Observation 6: Using path Id for routing supports source-based route selection but it demands complex routing tables to accommodate local routing.
Observation 7: Using a combination of destination address and path Id enables source-based and local route selection.

Observation 8: The maximum number of paths to be supported can be highly optimized reducing the overhead for the path-identifier.

Proposal 1: BAP should support combined source-based and local route selection by having the source indicate the preferred route for a packet while allowing intermediates node to overturn this selection under specific conditions, e.g., BH RLF.
Proposal 2: BAP should support (destination address, path Id)-pair for routing. 
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