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1. Introduction
The impact of LBT failures on uplink has been discussed during both the Study and Work Item phases and it was observed that persistent LBT failures will not work properly with the legacy MAC. Finally, in RAN2#105bis, it was agreed to [2]:

· Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection

In this contribution, we discuss options for such a mechanism and propose a way-forward.
2. Discussion
The first question which should be handled is what constitutes an “LBT failure” which is related to what could be considered as an attempt for LBT.

When MAC requests a transmission to PHY, it is expected to be transmitted on a determined occasion. This applies to PUSCH, SR, and RACH. Even though multiple occasions can be configured for each of these, from MAC point of view, each occasion is a separate transmission attempt. For example, a TB can be sent repeatedly in multiple PUSCH opportunities. Similarly, an SR can have multiple chances of transmission. In each case, the MAC will make a new attempt. For RACH, it was also agreed in RAN2#105bis that “MAC returns to the resource selection step if LBT fails for Msg1 transmission opportunity(ies)”. Therefore, the same conclusion will apply to RACH as well.

Then, the simple way to count LBT failures is when the transmission can not happen due to LBT not passing at the indicates resources by MAC. With this, even multiple consecutive time instances are available, each can be considered as a separate attempt. However, this does not impact the multiple starting positions within a slot which is studied by RAN1 and transparent to MAC.
Proposal 1: When MAC requests a transmission at a given time and PHY cannot transmit at this time due to LBT failure, PHY will indicate an LBT failure for this attempt.

We note that the above does not exclude either PHY or MAC assigning different weight factors to an LBT failure for this procedure. 
Observation 1: An LBT failure can be associated with a different cost (e.g. 0<x<1) depending on the failure type.
The next question is whether all LBT failures should be considered equally and/or separately. The LBT being defined in RAN1 is either Cat 2 (one shot) or Cat 4 (contention window based) where the first one is used with a COT acquired by a Cat 4 LBT. Since these two are fundamentally different, it is feasible to distinguish them. However, it would also be simple to have a single procedure at MAC and therefore this can possibly be done by assigning different weights to each after consulting with RAN1.
Observation 2: Different costs can be assigned to Cat 2 and Cat 4 LBT failures and RAN1 input can be considered.
Further differentiation between LBT failures can be considered, e.g. based on sub-bands being used, the transmission type (SR, RACH, PUSCH etc.), the grant type, CAPC used. However, these can complicate the procedure and RAN2 should aim for a simple procedure. Since the main goal here is to take action when there is persistent interference, over-optimization in these extreme cases may not bring additional benefits.
Proposal 2: RAN2 should aim for a simple procedure and refrain from over optimization of differentiation between LBT failures.
For radio link problems, there are two procedures which is used in NR: RLF and BFR. These can serve as a guideline for the new mechanism and simplify the discussion in RAN2.
Proposal 3: RAN2 should first discuss RLF or BFD as baseline options for the new mechanism before considering other options.
The main difference between RLF and BFD procedures is how the failures are counted:

In RLF detection, a timer (T310) is started when failure happens (N310 consecutive) OOS indications and is stopped when it is recovered (N311 consecutive IS indications). When the timer expires, RLF is declared.
In BFD, the timer (beamFailureDetectionTimer) is started when a failure happens (beam failure instance indication from lower layers). In addition, a counter (BFI_COUNTER) is incremented when a new failure happens. If the timer expires, the counter is set to 0. If the counter exceeds a maximum value (beamFailureInstanceMaxCount), the UE initiates BFR.
The goal for the new mechanism should be to declare an event when there are sufficient or significant number of LBT failures within a given time. When UL LBT fails 100% time, then both procedures can work. However, when interference is bursty (most common), it is important not to declare a problem when it can be recovered.

One problem with RLF method is that it relies on receiving IS indications which would correspond to a successful transmission for NR-U. For RLM, this is not a problem since RS are transmitted regularly. For NR-U, if no UL transmissions are scheduled, the UE can declare LBT problems when several UL transmissions fail. A possible solution to overcome this is to introduce a “virtual LBT” where the UE can perform LBT regularly without any transmission attempt. 
Observation 3: When UL transmission attempts do not happen regularly, RLF method may not recover from failure detection.
With BFD method, when there are no transmissions for a given duration, the counter will be set to zero.
Observation 4: BFD method is more suitable for counting LBT failures.

Therefore, a procedure based on BFD can be adopted as a baseline.

Proposal 4: As a baseline procedure, the following is used to handle persistent LBT failures:

· MAC starts a timer when LBT failure(s) happen and increments a counter with each failure. 

· When the timer expires, the counter is reset to zero.

· When counter reaches a maximum value, MAC takes action. 
The MAC action could be to declare RLF or report this problem to the gNB. The latter could be possible when LAA is used or when the maximum value for the counter is chosen appropriately so that reporting could become feasible for NR-U SA.
Proposal 5: The MAC action upon detection of persistent LBT failures are RLF failure or reporting to gNB based on configuration.
3. Conclusion

In this contribution, we discussed handling of persistent UL LBT failures and propose the following:
Proposal 1: When MAC requests a transmission at a given time and PHY cannot transmit at this time due to LBT failure, PHY will indicate an LBT failure for this attempt.

Observation 1: An LBT failure can be associated with a different cost (e.g. 0<x<1) depending on the failure type.
Observation 2: Different costs can be assigned to Cat 2 and Cat 4 LBT failures and RAN1 input can be considered.

Proposal 2: RAN2 should aim for a simple procedure and refrain from over optimization of differentiation between LBT failures.

Proposal 3: RAN2 should first discuss RLF or BFD as baseline options for the new mechanism before considering other options.
Observation 3: When UL transmission attempts do not happen regularly, RLF method may not recover from failure detection.
Observation 4: BFD method is more suitable for counting LBT failures.

Proposal 4: As a baseline procedure, the following is used to handle persistent LBT failures:

· MAC starts a timer when LBT failure(s) happen and increments a counter with each failure. 

· When the timer expires, the counter is reset to zero.

· When counter reaches a maximum value, MAC takes action. 
Proposal 5: The MAC action upon detection of persistent LBT failures are RLF failure or reporting to gNB based on configuration.
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