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1 Introduction
In RAN2#105, RAN2 has the following agreements on fast MCG link recovery

Agreements
1. MCG failure can be indicated to the network via the SCG. FFS if via SCells. 
2. FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  
3. We will aim to have a unified solution for the failure cases that we want to address. 

And then in RAN2#105bis, further agreements on this topic was agreed.

Agreements for MCG fast recovery:
0	MCG fast recovery targets all MRDC architecture options
1:	When MCG failure occurs, UE follows SCG failure-like procedure:
i.	UE does not trigger RRC connection re-establishment. 
ii.	UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.
2: 	MCG fast recovery targets the following use cases MCG leg RLF
FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 
3	MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 
4	MCG failure indication should include:
i.	Available measurement results of MCG
ii.	MCG link failure cause
iii.	Available measurement results of SCG
iv.	Available measurement results of non-serving cells
5: 	For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
6: 	SCG leg of the split SRB1 can be used for MCG fast recovery. 
FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1
7:	New SRB is not introduced for MCG fast recovery.


In this paper, we continues to discuss some FFS points on fast MCG failure recovery. More specifically, we focus on when the UE should and could trigger this fast MCG recovery procedure.

2 Discussion
2.1 Current behaviour for MCG failure 
In RAN2#105bis meeting, it was agreed that Fast MCG failure recovery will be similar to SCG failure procedure as following
· The UE does not trigger RRC re-establishment
· The UE sends a failure information to the network via SCG leg of split SRB1

It is also our assumption that the network will than do some proper reconfiguration after receiving the failure information. However, there are still some FFS issues on this procedure. For example, when should the UE trigger this failure recovery especially when CA duplication is configured? We begin by summary the current UE behaviour for different MCG failure cases in the following Table 1.

Table 1: UE behaviour on different MCG failure type

	Case
	Failure Type
	Current Behaviour (R15)
	UE behaviour after DC/CA enhancement

	1
	MCG RLF – T310 expire
	RRC Re-establishment 
	Trigger Fast MCG failure recovery*

	2
	MCG RLF – RA failure
	RRC Re-establishment 
	Trigger Fast MCG failure recovery*

	3
	MCG RLF – RLC failure 
(From a RLC entities that only transmitted on SCell(s))
	Send Failure information to report RLC failure via SRB1
	Same as before (To be confirm)

	4
	MCG RLF – RLC failure 
(all other failures except for case 3)
	RRC Re-establishment 
	Trigger Fast MCG failure recovery*

	5
	Intra-LTE or Intra-NR handover failure
	RRC Re-establishment 
	FFS – (Issue 2)

	6
	Mobility from LTE/NR failure (Inter-RAT HO failure)
	RRC Re-establishment 
	FFS – (Issue 2)

	7 
	Integrity check failure from SRB (SRB1 and SRB2)
	RRC Re-establishment 
	FFS – (Issue 2)

	8
	Inability to comply with RRC Reconfiguration message
	RRC Re-establishment
	FFS – (Issue 2)

	*NOTE 1: The fast MCG RLF failure recovery is triggered only when the UE is configured with SCG leg. The behaviour while MCG leg is not configured still need to be discussed (Issue 1)



There are 2 issues in the table:
· Issue 1 (Case 1-4): The UE behaviour is unclear is SCG is not configured or if both DC and CA is configured. 
· Issue 2 (Case 5-8): Whether to trigger MCG fast recovery for cases other the MCG leg RLF.
2.2 Issue 1: CA duplication and MCG fast recovery
In RAN2#105, it was also discussed whether to send the failure report via SCell. We believe that this more like the scenario in case 4.  While RLC failure occurs in an RLC entity that only sent on PCell, it seems that the UE could still use the other SCells to transmit the failure report (even if SCG is not configured).

However, it is unclear to us how UE could transmit/receive on SCell(s) while PCell is out of sync. It is also pointed out also by other company at least SCell should be configured with PUCCH and sTAG to allow this kind of transmission [1]. While PCell itself could be operated alone, the configuration of SCell is not used for standalone operation. We don’t think SCell is good choose while PCell is in bad channel quality. RAN2 should also consult RAN1/RAN4 on the feasibility if RAN2 really intend to transmit/receive on SCell(s) without PCell.

Observation 1: The UE may not be able to send failure report via SCell(s) if radio problem is detected in PCell. To clarify what kind of configuration allow UE to do this, further discussion (with RAN1 or RAN4) is required.

In addition, we believe that sPCell should have highest channel quality among all the serving cells (in a cell group). It is hardly to believe that there is performance gain if we choose to use SCell(s) while sPCell is down. How to send failure report via SCell(s) is also unclear if CA duplication is not configured for SRB1. We think it is not necessary to complicate the specification by allowing this behaviour. 

RAN2 agrees that the failure report could be sent on SCG leg of split SRB1 (FFS on SRB3). Since SCell(s) is not suitable to send the failure report, UE could only trigger this fast recovery while SCG leg of split SRB1 or SRB3 is configured. Otherwise, it should trigger the re-establishment. 

Proposal 1: Sending MCG failure information via SCell(s) is not supported. As a consequence, fast MCG failure recovery is only supported if SCG leg of split SRB1 [and/or SRB3] is configured.

It is also good to clarify that MCG fast recovery does not apply to case 3 in Table 1. Because the UE does not trigger the RRC re-establishment in this scenario. We think that the fast MCG failure recovery is only target on the cases that re-establishment is triggered.

Proposal 2: RAN2 confirm the works on fast MCG recovery does not change the following R15 behaviour
· In case RLC failure is detected in an MCG RLC entity that is restricted to be sent on SCell only, the UE send failure information to report RLC failure via SRB1.

Note that in case 3, the SRB1 could also be configured as DC duplication and the failure report will be sent on both MCG leg (PCell) and SCG leg.
2.3 Issue 2: MCG failures other than MCG leg RLF
It is still FFS that whether fast MCG failure recovery should apply to MCG failures other than MCG leg RLF. In our opinions, we should focus on common failures cases so that this optimization is more useful. In real network, we think that most MCG failure is caused by MCG leg RLF or intra-RAT handover failure. The MCG leg RLF is usually caused by too late handover while the handover failure is usually caused by too early handover. These are two common failures from UE mobility. 

As RAN2 has already agrees to trigger fast recovery for MCG leg RLF, we believe that it could target on intra-RAT handover failure. Since the UE has to use SCG leg to send failure report, the SCG should be configured and not changed by handover command to allow triggering of fast recovery.

Proposal 3: MCG fast recovery also apply to intra-LTE or intra-NR handover failure while SCG is configured before the handover and the SCG configuration is not changed by the handover command.

On the other hand, the inter-RAT handover is not a frequent procedure and there is no strong need to optimize it. The integrity check failure is also a very rare situation in real network. And in this case, we think that it is more reasonable to trigger re-establishment as there are security concerns. Finally, the MCG failure caused by “Inability to comply with RRC Reconfiguration message” should not be exist in real network. This is only happened in premature UE or NW implementation. After IOT testing, we should not have this kind of error at all.

As analysis above, all other failures are quite rare and we prefer to use simple solution (i.e. trigger re-establishment). So, we propose that MCG fast recovery does not apply to these failures.

Proposal 4: MCG fast recovery does not apply to the following MCG failures 
· Inter-RAT handover failure
· Integrity check failure (from SRB1 and SRB2)
· Inability to comply with RRC Reconfiguration message

3 Conclusions	
Base on the discussion in section 2, we the following observations and proposals: 

Observation 1: The UE may not be able to send failure report via SCell(s) if radio problem is detected in PCell. To clarify what kind of configuration allow UE to do this, further discussion (with RAN1 or RAN4) is required.

Proposal 1: Sending MCG failure information via SCell(s) is not supported. As a consequence, fast MCG failure recovery is only supported if SCG leg of split SRB1 [and/or SRB3] is configured.

Proposal 2: RAN2 confirm the works on fast MCG recovery does not change the following R15 behaviour
· In case RLC failure is detected in an MCG RLC entity that is restricted to be sent on SCell only, the UE send failure information to report RLC failure via SRB1.

Proposal 3: MCG fast recovery also apply to intra-LTE or intra-NR handover failure while SCG is configured before the handover and the SCG configuration is not changed by the handover command.
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