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1 Introduction
In last RAN2 105bis meeting, the following agreements are achieved about the routing functionality in IAB network [1]
Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
“Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
[bookmark: OLE_LINK7]“Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 
FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 
Load balancing by routing by Donor CU shall be possible
Local selection of path/route is done at link failure, other cases FFS
In this contribution, we are going to discuss the routing configuration and update mechanisms for wireless backhaul links in an IAB network, based on the above agreements. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Based on the discussion progress about IAB routing, there are still several issues that need to be addressed to progress further: 
· How to identify the next hop node/link for UL and DL transmission?
· Which identifier should be chosen to be carried in BAP layer header, i.e the destination node address or the path identifier?
· How to configure and update the routing table?
How to identify the next hop node/link?
In the case of DL transmission, for a given current node (e.g. an IAB node, or the IAB donor DU), the next hop node is one of its child nodes. Thus the current node should identify a backhaul link towards its child node when do routing selection. In fact, the child node can be identified by various types of IDs. For example, the C-RNTI allocated by the current node for child node, the allocated DU F1AP UE ID for the child node, some new defined ID of the child node in BAP layer, IP address of the child node, etc. 
Considering that the DL scheduling and transmission of the DU part will use the child node’s C-RNTI, the current node should be aware of the C-RNTI of child node and the cell in which the child node is located, after the DL routing selection.  Thus, we can deduce that no matter which ID is used to identify the DL next hop link in routing selection, such ID should be linked to the cell ID (identify the cell that serves the child node) + C-RNTI (identify the child node within the serving cell).
While for the UL transmission, a given current node should determine a backhaul link towards its parent node. The parent node can also have multiple IDs, e.g. the newly defined ID in BAP layer, the IP address, the served cell IDs, etc.  However, the parent node can be uniquely identified by the current node through the cell group identity (CG ID). Using CG ID is enough for the current node to send UL scheduling requests and buffer status reports since a common MAC entity is used in the current node towards a determined parent node. Therefore, no matter which ID is used to identify the UL next hop link in routing selection, such an ID should be linked to the CG ID of the parent node.
Proposal 1: Regardless what ID is used to identify the next hop link, this ID should be linked to a Cell ID + C-RNTI for DL and linked to a CG ID for UL.
Which identifier is carried in the BAP layer has not yet been determined, i.e. either the “Destination IAB node/IAB donor-DU address” or “Specific path identifier”. However, a routing table needs to be configured for each node no matter which identifier is chosen to be carried in the BAP layer, and for each entry of the routing table, the corresponding next hop link should be included in the routing table. Although the current node can identify the next hop link through different IDs intrinsically for UL and DL, it is better to define a unified routing table format for both the UL and DL. Thus, the identifier type for the next hop link in the routing table should be the same for both UL and DL. Among the possible identifiers for the next hop node in the previous discussion, the common identifier type can be either the IP address or the newly defined identifier. Considering that the newly defined BAP ID should be unique in the IAB donor CU, the length of this BAP ID will be less than the length of IP address (32/128 bits). In addition, using the IP address for this purpose somehow requires cross-layer intercommunication since the IP layer is above the adaptation layer and it should not be inspected by BAP layer of the intermediate IAB nodes. Therefore, we suggest to use the newly defined BAP ID to identify the next hop node in the routing table, and to keep a unified design format for the routing table for both UL routing DL routing. 
Proposal 2: The routing table for the UL and the DL should be designed with a unified format.
Proposal 3: A newly defined BAP ID is used in the routing table to identify the next hop node/link.
Which identifier should be chosen to be carried in BAP layer header?
As agreed in the RAN2 105bis, the routing method for IAB network should enable the “load balancing by donor CU” and “local selection of path/route” at least when link failure occurs. The two requirements are complementary to each other, from the perspective that the global load balancing controlled by the donor CU can be viewed as taking place over a long time scale, while the local selection is a short term scale solution which is useful for addressing some dynamic cases.
Observation 1: CU controlled global load balancing is a long time scale requirement, while the local selection is a short term scale requirement for solving some dynamic cases.
Issue 1: CU controlled global load balancing
For the load balancing requirement, since the routing table can be configured by the donor CU in a centralized way, it is easy to achieve such load balancing by the donor CU for both the destination node address based routing and the path identifier based routing. For example, if the destination node address is carried in BAP layer for routing, the donor CU can update the routing table for the donor DU and/or the IAB node when some existing link suffers from congestion, and alternative routes exist for some traffic passing through the congested link. If the path identifier is carried in BAP layer, the donor CU can assign a different path identifier for different packets to achieve the load balance (of course this will only impact new traffic and not packets already in-flight within the IAB network). 
Observation 2: Both options (i.e. the destination node address based routing, and the path identifier based routing) can achieve the global load balancing for routing by the donor CU.
The path identifier based solution will result in some additional problems, i.e. it is the donor CU who decides the path for each packet in a centralized way. However, the donor DU is the first node which is responsible to add the BAP header for DL packets, and the access IAB node is the first node which is responsible to add the BAP header for UL packets. Therefore, some mechanisms are needed to enable the donor CU to notify the donor DU/access IAB node about the routing path decision for each packet, or the requirements of load balancing by the donor CU is violated. When donor decides to change the path for a certain UE bearer, donor CU needs to reconfigure the path ID to be added in the BAP header. This reconfiguration is signalled from donor to the access IAB node for UL and to the donor UD for DL.
Observation 3: For CU controlled global load balancing, the path identifier based solution requires additional standard efforts to define the F1-C signalling to configure and reconfigure the ID in BAP header, from the donor CU to the donor DU and the access IAB node.
Issue 2: local selection of path/route
For the local selection requirement, this requirement is beneficial for ensuring routing which is robust to overcome some unpredictable local conditions, e.g. link blockage, link congestion, etc. Obviously, it is easy to enable such local selection using the destination node address based routing solution. For example, the donor CU can configure more than one next hop node/link related to the entry of one destination node,  and one of the next hop nodes can be designated as the primary one, with the others as backup. When a given current node finds that the primary next hop link suffers from RLF or some other abnormal condition (e.g. link congestion), it can chose a suitable backup link based on a local decision (e.g. according to local radio status, congestion status, etc.) and no information carried in the BAP header needs to be changed. 
If the path identifier based routing solution is adopted, such local selection can also supported according to the description in [2]. However, such a solution requires that each node be aware of the whole path rather than only the next hop link. Consequently, the routing configuration for this solution will be relatively more complicated. In addition, when an intermediate node wants to change the forwarding path for a packet, it should re-write (or “remark”) the routing information carried in the BAP header to include the new path identifier before forwarding the packets to a chosen next hop node. 
For local selection of path/route, the RLF is not the only valid case. Load balancing that can handle short term changes to radio conditions and BH link congestion is also necessary.
Observation 4: The routing configuration for path identifier based solution requires each node to be aware of the whole path to meet the local selection requirement, such configuration will be more complicated compared to the destination node address approach. 
Observation 5: For RLF avoidance and short-term local load balancing, the local selection for path identifier based solution would additionally require “remarking” path ID in the BAP header at the intermediate IAB node, which is complicated. 
Observation 6: The complexity of the path identifier based solution is very high, especially when the network is fast changing and frequent local decisions are required.

Issue 3: overhead of BAP header
From the perspective of overhead in BAP header, the path identifier requires more bits than the destination node identifier, because the number of paths is definitely more than the number of nodes, as dual connectivity for IAB node is possible. As shown in the Figure 1, the relationship between the IAB node number, and the downlink path number is estimated based on the following assumptions and definitions:
· The maximum hop number between the IAB donor DU and the IAB node is 4
· The number of parent nodes for each IAB node is 2 according to the agreements regarding multi-connectivity in the RAN2 105bis meeting [1], i.e. “R2 assumes that the NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB BH links with two parent nodes.”
· The number of the j th tier IAB node is denoted as Xj
· The number of paths towards the j th tier IAB node is denoted as Nj
According to the network topology, the number of paths towards the IAB node in each tier is estimated to be a range, where the lower bound is achieved when each IAB node only has one parent node, and the upper bound is achieved when each IAB node has two parent nodes. We can see that the downlink path number ranges from a lower bound which equals the number of IAB nodes, to an upper bound of 2X1+4X2+8X3+16X4. If the 4th tier IAB nodes number is large enough, the downlink path number may require on the order of 16 times the IAB node number.
Moreover, if the uplink path and the downlink path have separate path identifiers, the total number of the path identifiers may be on the order of 32 times the IAB node number, which requires 5 more bits than the length of the destination node address. Furthermore, the number of possible paths grows exponentially with the depth of the IAB network (or the number of additional bits grows linearly with the depth of the network).


[bookmark: _Ref6844830]Figure 1. Example about the path number and the IAB node number.
Observation 7: The path identifier based solution requires much more overhead in the BAP layer than the destination node address based solution. 5 more bits may be necessary in a 4-hop BHL scenario, which can grow linearly with the number of hops.
Based on the above analysis and comparison between the path identifier solution and the destination node address based solution, several aspects are summarized as following table.  
	 Options
	CU controlled global load balancing
	Local selection of path/route
	Bit size

	Destination node address
	The donor CU can update the routing table of IAB nodes.
	Multiple possible next hops are configured for the same destination ID;
The intermediate node can automatically switch to another link upon one link failure, or for local load balancing.
	At least 10 bits

	Path ID
	The donor CU can reconfigure the path ID to be added in BAP header.
	All possible paths for the same destination within the donor are configured at each IAB node;
The intermediate IAB node remarks a new path ID in BAP header, upon the previous path link failure.  
	At least 10+5 bits


Therefore, we have the following proposals.
Proposal 4: Destination node address based routing solution is preferred due to its lower complexity and overhead.
Routing table configuration and update
 Routing table format
Based on the routing information carried in the BAP layer, each IAB node, as well as the donor DU, can perform route selection by looking up the entry of the destination node in the routing table. The routing table should be pre-configured in the IAB node and the donor DU. 
Figure 2 provides an example of the possible format of the routing table for an IAB network. The destination node address and the next hop node are the basic components of the routing table. The destination node address is the identifier of the destination node carried in BAP layer, and the next hop node is the chosen node towards which the UL/DL packets should be forwarded. 
Proposal 5: The destination node address and the next hop node are the basic components for design the routing table.
There is one FFS left from RAN2 105 meeting: “FFS the detail routing functionality, e.g. what is configured vs. what is decided locally”. For the case of single connectivity, The IAB node should perform the routing based on the configured routing table and routing information carried in the BAP PDU. There is no routing choice to be decided locally. 
Considering that backhaul connectivity redundancy can be supported, more than one next hop node can be configured in the routing table. In this case, the current node (IAB node or donor DU) may decide which next hop to choose among the multiple candidate next hop nodes according to its routing selection algorithms. For example, it may choose an optimum next hop node considering the radio link conditions, congestion status, cost metrics, etc. However, such local decisions related to routing selection algorithms should rely on the network implementation (e.g. based on some thresholds or rules to select the next route that are configured by the donor or OAM). 
In addition to the destination node ID, other information, as shown in Figure 2-(b) may also be configured as optional inputs in the routing table. For example, different routes towards the same IAB node may provide different QoS guarantees. Alternatively, a UE bearer ID may also be used as an input in the routing table. As an example, IAB 1 may forward packets of UE 2 bearer 1 to the next hop node IAB 3, and forward packets of UE 2 bearer 2 to the next hop node IAB 2.
Proposal 6: Other possible info (e.g. UE context related info, and cost metrics) can also be included as input in routing table, if multiple routing paths to a same destination node are possible.
Proposal 7: Routing table is configured by donor CU. Any local decision on routing selection in the case of redundant configured routes can be evaluated by the IAB node/donor DU by implementation.


(a) Topology of an IAB network
	Destination node address
	Other possible info. (optional)
	Next hop node address

	IAB 4
	Other info ID 1
	IAB 3

	IAB 5
	Other info ID 2
	IAB 2, IAB 3

	…
	…
	


(b) Routing table maintained at IAB 1
[bookmark: _Ref536867958]Figure 2. Example about the routing table for routing across wireless backhaul links.
Routing table configuration
Based on the knowledge of the whole IAB topology, the CU can configure the routing table for each IAB node and the donor DU in a centralized way [4]. For example, as shown in Figure 3, IAB node 3 is a new node integrating to the network. The donor CU can allocate an identifier (i.e. the destination node address in BAP layer, or BAP ID for short) to this newly integrated IAB node 3 if the donor CU knows the new node is an IAB node, and provide the allocated BAP ID to IAB node 3. The donor CU may also inform IAB node 3’s parent node, i.e. IAB node 2, about the allocated BAP ID for the IAB node 3. Then, the donor CU will configure the routing table including the downstream routing entry related to the new destination node (i.e. the IAB node 3) to all the intermediate IAB nodes and the donor DU, and may also configure the uplink routing table for IAB node 3 if necessary. After configuring the routing information related to the newly integrated IAB node 3, IAB node 3 can setup its F1 connection via F1AP messaging towards the donor CU. An example of the procedure is shown in Figure 4
As described in a related paper on adaptation layer modelling [3], downlink route selection is performed by DU part, and the uplink routing selection is performed by MT part. Thus, as shown in Figure 3, the donor CU will configure downlink forwarding information about IAB node 3 to the donor DU, as well as the DU part of IAB node 1 and IAB node 2. The donor CU will also configure the uplink forwarding information about the donor DU to the MT part of IAB node 3. 


[bookmark: _Ref536107798]Figure 3. CU configure UL and DL routing table for IAB node.


[bookmark: _Ref4335014]Figure 4. Example procedure about the routing management
Proposal 8: The CU configures the downlink routing table to DU (incl. IAB-DU and donor DU), and configures the uplink routing table to MT part of IAB node.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses remain issues about routing for IAB networks, then we draw the following observations and proposals:
Observation 1: CU controlled global load balancing is a long time scale requirement, while the local selection is a short term scale requirement for solving some dynamic cases.
Observation 2: Both options (i.e. the destination node address based routing, and the path identifier based routing) can achieve the global load balancing for routing by the donor CU.
Observation 3: For CU controlled global load balancing, the path identifier based solution requires additional standard efforts to define the F1-C signalling to configure and reconfigure the ID in BAP header, from the donor CU to the donor DU and the access IAB node.
Observation 4: The routing configuration for path identifier based solution requires each node to be aware of the whole path to meet the local selection requirement, such configuration will be more complicated compared to the destination node address approach. 
Observation 5: For RLF avoidance and necessary short-term local load balancing, the local selection for path identifier based solution would additionally require “remarking” path ID in the BAP header at the intermediate IAB node, which is complicated. 
Observation 6: The complexity of the path identifier based solution is very high, especially when the network is fast changing and frequent local decisions are required.
Observation 7: The path identifier based solution requires much more overhead in the BAP layer than the destination node address based solution. 5 more bits may be necessary in a 4-hop BHL scenario, which can grow linearly with the number of hops.


Proposal 1: Regardless what ID is used to identify the next hop link, this ID should be linked to a Cell ID + C-RNTI for DL and linked to a CG ID for UL.
Proposal 2: The routing table for the UL and the DL should be designed with a unified format.
Proposal 3: A newly defined BAP ID is used in the routing table to identify the next hop node/link.
Proposal 4: Destination node address based routing solution is preferred due to its lower complexity and overhead.
Proposal 5: The destination node address and the next hop node are the basic components for design the routing table.
Proposal 6: Other possible info (e.g. UE context related info, and cost metrics) can also be included as input in routing table, if multiple routing paths to a same destination node are possible.
Proposal 7: Routing table is configured by donor CU. Any local decision on routing selection in the case of redundant configured routes can be evaluated by the IAB node/donor DU by implementation.
Proposal 8: The CU configures the downlink routing table to DU (incl. IAB-DU and donor DU), and configures the uplink routing table to MT part of IAB node.
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