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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last RAN2 meetings, some consensus and FFS about IAB bearer mapping had been reached as in the below: 
Confirm that the intention is to support 1-to-1 and 1-to-N bearer mapping, for UE bearers, at least for UP. 
For user plane, The UL mapping in the IAB access node to BH RLC channels should be based on the knowledge about UE bearers (identified with GTP TEID) 
For control plane (F1-C messages) The UL mapping in the IAB access node to BH RLC channels should be based on F1-C message type. FFS if per UE.
FFS if the mapping should also consider DSCP/Flow labels (e.g. as an intermediate step).
Observation: The UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel will take into account ingress BH RLC channel. 
FFS: The UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel could also take into account some ID(s) (from Adaptation Layer). 
The above two Bullets are applicable for all types of traffic (e.g. UP, CP, OAM).
For the user plane, we have not decide that whether the UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel should also take into account some ID(s) (from Adaptation Layer). We will discuss this issue in this paper, and we will give some further optimization of bearer in order to satisfy the QoS requirement given the long multi-hop IAB link. 
Bearer mapping
In the discussion of routing topic, we agreed that the routing table should include next hop node ID. When intermediate IAB node received the routing ID in adaption layer header, intermediate IAB node deduce the next hop IAB node, and then map this packet to egress BH RLC channel. So with no consideration of routing ID, the intermediate IAB node doesn’t know which egress BH RLC channel should ingress BH RLC channel be mapped. 
Proposal 1: The UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel could also take into account routing ID from Adaptation Layer.
In the discussion of the last meeting, we considered the scenario of egress remapping. This scenario is illustrated below:


Figure 1: egress bearer remapping
In figure 1, UE DRB1 and UE DRB2 are mapped to IAB1 RLC channel 1. But in the egress hop, UE DRB1 and UE DRB2 are remapped to IAB2 RLC channel 1 and IAB2 RLC channel 2. This is the scenario of egress bearer mapping.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]In the previous meeting, we agreed that bearer mapping and routing are both functions of adaption layer. Since the adaption layer is configured by Donor CU, then we can consider that bearer mapping and routing are all configured and decided by Donor CU. In the last meeting, we also have the conclusion that bearer mapping is per UE bearer granularity (identified by GTP TEID), which provides possibility for each intermediate IAB node to differentiate each UE bearer. So from the aspect of intermediate IAB node, it is feasible to remap ingress BH RLC channel to different egress BH RLC channel.
Observation 1: from the aspect of intermediate IAB node, it is feasible to remap ingress BH RLC channel to different egress BH RLC channel.
From the aspect of Donor CU, Donor CU is fully able to configure whether the egress bearers are remapped to different BH RLC channel or a same BH RLC channel. How to configure the egress mapping rule is completely up to the implementation and management to the IAB link of Donor CU. 
Observation 2: From the aspect of Donor CU, Donor CU is fully able to configure whether the egress bearers are remapped to different BH RLC channel or a same BH RLC channel.
However, we don't see the benefit of this egress bearer remapping scenario. Since all bearers mapping are configured by Donor CU. Also the UE DRB, IAB RLC channels are established/modified/released by Donor CU. If Donor CU considers UE DRB1 and UE DRB2 have the same QoS character, Donor CU maps UE DRB1 and UE DRB2 in IAB1 RLC channel1. Then Donor CU makes no sense to tear down IAB RLC channels, and remap UE DRB1 to IAB2 RLC channel1, UE DRB2 to IAB RLC channels 2. 
Observation 3: egress bearer remapping doesn’t bring any benefit by now.
Although we don’t see any benefit brought by egress bearer remapping, there is no need to limit the egress bearer remapping behaviour by Donor gNB, since the current agreed Donor gNB already support egress bearer remapping. So we can leave this egress bearer remapping issue to Donor gNB implementation, in result that Donor gNB decides whether the egress bearer is remapped.
Proposal 2: it is up to the implementation of Donor gNB to decide whether the egress bearer is remapped. 
Bearer mapping given hops
As agreed in [1], an IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.
Option 1: 1:1 bearer mapping
Option 2: N:1 bearer mapping
We will discuss how to optimize these two mapping rules in order to satisfy the delay budge requirement for 1:1 bearer mapping and N:1 bearer mapping. 
Option1: One-to-one mapping
The following figure shows an example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each. One UE-bearer is mapped to one RLC channel on backhaul links. In this mapping architecture, schedulers in donor and each IAB node all have explicit information on each UE bearer and can therefore apply appropriate QoS differentiation among QoS profile, as well as fairness among UE bearers with same QoS profile. 
For example, RB12 is the bearer of UE6, which is established by Donor gNB, as well as all other UEs. When Donor gNB established RB14 for UE6, Donor gNB set a lower priority for RB14. But as RB12 is the second hop of UE6, it may introduce more delay compared to RB1, which is directly connected to IAB donor. Thus Donor gNB may increase the priority of RB12, in order to prioritize the scheduling for RB12, in result the delay can be minimized for a multi-hop connected UE bearer. 
In the same manner, RB10 is the egress BH RLC channel of RB12. So the priority of RB10 can also be increased compared to RB12, as more hops between IAB donor and UE. 


Proposal 3: For 1:1 bearer mapping, the Donor gNB can configure higher priority for the UE bearers with more hops.
Option 2: N:1 bearer mapping	
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with same QoS profile (e.g. default bearer). The UE-bearers are assumed to share the same RLC channel on backhaul links. Consequently, each backhaul link carries different number of UE-bearers. This mapping rule is similar with R10 relay, which means that UE bearers with same or similar original QoS profile will be mapped to one backhaul bearer. Hence the number of logical channels will be controlled within a lower scope and current UE L2 procedure will be reused as much as possible. Each backhaul bearer will have different scheduling parameters such as PBR based on the number of aggregated UE bearers. But in this mapping architecture, high hop-number UE and low hop-number UE with same QoS profile can not be differentiated and therefore can not be regarded separately. 


Option 2b: Per QoS & hop info mapping
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with same QoS profile (e.g. default bearer). The UE-bearers with same or similar number of backhaul hops are assumed to share the same RLC channel on backhaul links. In this mapping architecture, high hop-number UE and low hop-number UE with same QoS profile can be mapped to different backhaul bearers and therefore can be differentiated explicitly. Fairness among UE bearers with same QoS profile can be guaranteed. The number of logical channels in backhaul link is greatly smaller than option1 but a little higher than option 2a. It is still possible to reuse UE L2 procedures.


Option 2c: Per BH-defined QoS parameter mapping
The following figure shows a similar example scenario of an IAB network with 3 hops and 7 UEs attached. The UEs are assumed to have one bearer each with different QoS profile (e.g. green line carried higher level of QoS requirement and orange one carried the lower). In order to achieve original QoS profile, new QoS parameter in each hop will be generated, especially for high hop-number UE. Each hop will have a higher QoS requirement to meet original QoS. For example, if the total PDB (Packet Delay Budget) is 150ms, each hop may have a PDB requirement of 100ms or less; if the total PER (Packet Error Rate) is 10-5, each hop may have a PER requirement of 10-6, etc. Hence UE6\7 with multiple hops will have higher transmission requirement in donor link than UE4/5 with only 1 hop. Then the orange bearers of UE6\7 can be merged into higher QoS green bearer of UE2/3. The number of logical channels in backhaul link can be further reduced compared with option 2b.


Conclusion given all these N:1 bearer mappings:
As per agreed that all the bearer mapping are configured by Donor gNB, all option 2b&2c are up to the configuration of Donor gNB. Donor gNB has the full knowledge of all UE bearers and BH RLC channels, by which Donor gNB knows the hop number and the QoS information of each UE bearer & aggregated BH RLC channels. So actually option 2b & 2c are the configuration strategy of Donor CU. 
Proposal 4: it is up to the implementation and strategy of Donor CU to configure the bearer mapping given the hop number and priority of each UE bearer. 
QoS and Delay budget handling
Based on the above sections, it is the IAB donor to be responsible for bearer mapping decision and QoS parameters management. In NR, QoS related parameters include the followings:
· UE AMBR: DL AMBR can be controlled in the donor and UL AMBR can be controlled in the access IAB;
· Allocation and Retention Priority: Configuration of ARP parameter to IAB nodes depends on whether IAB nodes need to perform bearer level handling or not in the case of resource limitations, e.g. admission control, congestion control, etc;
· 5QI: Including resource type (GBR or Non-GBR), priority level, packet delay budget, packet error rate, averaging window, maximum data burst volume. These parameters can be carried in F1* signaling and LCP parameters similar with legacy procedure;
· Reflective QoS Attribute: RQA is not needed in IAB nodes because it is just used in SDAP layer;
· GBR Information: can be carried in F1* signaling and LCP parameters similar with legacy procedure;
Among them, packet delay budget (PDB) is a parameter related to maximum tolerable transmission delay. The value of PDCP discard timer is usually set based on PDB minus the delay of wired network, which means that if the packet is scheduled longer than the expected PDB requirement, expired packets will be discarded. In an IAB network especially a multi-hop case, transmission delay is usually longer than legacy one-hop network. It is worth discussing whether discard timer information needs to be delivered to intermediate IAB nodes for some discarding decision. In our understanding, transferring rest delay budget hop-by-hop may have some gains in buffer management and resource efficiency improvement. But the cost is to carry time information in every packet, e.g. timestamp of arriving PDCP or the rest of delay budget etc. Timestamp needs to carry a precise absolute time in header of packet. The rest of delay budget can reduce header overhead but introduce complexity of calculating the rest value. These solutions will introduce big overhead and complexity compared to the limited benefits.
Observation: Delivering delay budget information will introduce big overhead and complexity compared with its benefits.
Conclusion
According to the analysis in the above sections, we have following observations and proposals:
Proposal 1: The UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel could also take into account routing ID from Adaptation Layer.
Observation 1: from the aspect of intermediate IAB node, it is feasible to remap ingress BH RLC channel to different egress BH RLC channel.
Observation 2: From the aspect of Donor CU, Donor CU is fully able to configure whether the egress bearers are remapped to different BH RLC channel or a same BH RLC channel.
Observation 3: egress bearer remapping doesn’t bring any benefit by now.
Proposal 2: it is up to the implementation of Donor gNB to decide whether the egress bearer is remapped. 
Proposal 3: For 1:1 bearer mapping, the Donor gNB can configure higher priority for the UE bearers with more hops.
Proposal 4: it is up to the implementation and strategy of Donor CU to configure the bearer mapping given the hop number and priority of each UE bearer. 
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