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1.   Introduction
In the SI phase of IAB, we have agreed in TR 38.874 that an IAB node can have redundant routes to another node via multiple parent nodes. Also in the last meeting, we have some agreements below:
Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
“Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
“Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 
FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 
Load balancing by routing by Donor CU shall be possible
Local selection of path/route is done at link failure, other cases FFS
As per the above agreements, we have agreed that the routing table only indicates the next backhaul link. But how the egress link is identified is FFS. Further, we have agreed that the intermediate IAB node can perform local selection of path/route at RLF, which will impact the routing table structure. So this paper also provides some routing table contents. 
2. 	Discussion
2.1. How to identify the egress link
In the email discussion of routing IAB [1], we have agreed that C-RNTI can be used to identify the IAB BH link. But during the online discussion, chair identified that C-RNTI is the unique id of a UE, which in result it is strange to identify a link by a C-RNTI. In [1] we have the following options to identify the BH link uniquely:
· [bookmark: OLE_LINK15][bookmark: OLE_LINK16]Option 1: NR Cell identity of next IAB node 36bits
· Option 2: NR CGI (NCGI) of next IAB node 
· Option 3: C-RNTI of backhaul link
· Option 4: New-defined ID
· Option 5: IP address
· Option 6: gNB-CU UE F1AP ID
· Option 7: gNB-DU UE F1AP ID 
Firstly, we need to understand whether the IAB backhaul link ID is unique in a Donor CU or unique in an IAB node. This issue should be resolved before we design the unique ID of IAB backhaul link because this granularity of IAB backhaul link ID decides the dimension of the IAB backhaul link ID. In our understanding, this IAB BH ID should only be unique in the IAB node/Donor DU, not in Donor CU. This is because when one IAB node receives a BAP header, it needs to find the next hop address according to the next hop in the routing table. So the next hop must be unique within the IAB node who is selecting the next hop. 
Proposal 1: IAB BH ID should be unique within the IAB node/Donor DU.
For option 1, NR Cell ID of next IAB node can identify each IAB node uniquely, but this Cell ID is 36bits long, and NCGI is much longer since NCGI is Cell ID+PLMN ID. So apparently uniqueness internal PLMN or uniqueness global doesn’t bring any benefit internally in IAB node/Donor DU, and makes option 1&2 are too long. 
Observation 1: NR Cell ID and NCGI introduced unnecessary length given that these IDs are unique internal PLMN or global. 
For option 7&8, in the manner of UL, the IAB node needs to find the unique ID of its parent node. So the IAB DU F1AP ID is the unique id of parent node, within the management of Donor CU. We will illustrate how IAB BH link is identified by the diagram below:
When the IAB2 needs to find its child node IAB1, UE F1AP ID in IAB2 can uniquely identify the MT of IAB1. But not only its child node, but also all UEs attached to IAB2 also has a uniquely UE F1AP ID, so UE F1AP ID applies too many UE’s attached to IAB2. In that sense, UE F1AP ID introduces too many unnecessary ID’s for the identification of BH link. So UE F1AP ID UE F1AP ID introduced redundant ID for normal UE’s attached in IAB node/Donor DU. 



Observation 2: UE F1AP ID introduces too many redundant ID for normal UE’s attached in IAB node/Donor DU. 
Upon a MT as a UE have connected to the network, an IP address will be allocated. And Regarding the IP address of IAB node, the length is 32bits for IPv4, and 128bits for IPv6, which is a very long length, given IP address is unique global. But as we identified in Proposal 1, the BH IAB ID is only unique in IAB node/Donor DU, so IP address no matter IPv4 or IPv6 introduces an unnecessary longer length for the global uniqueness. 
Observation 3: there is no need to introduce a globally unique IP address for IAB BH link. 
Given the above observations, all other options provide an inter-PLMN/global unique ID, which bring necessary addition length for the IAB BH link. Thus we propose to introduce a new ID to identify the BH IAB link. 
Proposal 2: RAN2 to introduce a new ID for BH IAB link. 
Given the deployment of IAB, one IAB node would not connect too many parent nodes, and the number of child node would not be as much as UE, because IAB nodes shall keep a long interval. So we propose a 4bits new ID to identify BH IAB link.
Proposal 3: introduce a 4bits new ID to identify BH IAB link. 
2.2. Routing table and adaption layer header
In the discussion of the SI phase, we have agreed some of the potential Content carried on the adaptation layer header:
“The study identifies information to be carried on the adaptation layer header. This may include:
-	UE-bearer-specific Id;
-	UE-specific Id;
-	Route Id, IAB-node or IAB-donor address;
-	QoS information;
-	Potentially other information.”
IAB-nodes will use the identifiers carried via Adapt to ensure required QoS treatment and to decide which hop a packet should be sent to. A brief overview is provided below on how the above information may be used to this end, if included in the final design of Adapt.
The UE-bearer-specific Id may be used by the IAB-node and the IAB-donor to identify the PDU’s UE-bearer. UE’s access IAB-node would then map Adapt information (e.g. UE-specific ID, UE-bearer specific ID) into the corresponding C-RNTI and LCID. The IAB-donor DU may also need to map Adapt information into the F1-U GTP-U TEID used between Donor DU and Donor CU.
UE-bearer-specific Id, UE-specific Id, Route Id, or IAB-node/IAB-donor address may be used (in combination or individually) to route the PDU across the wireless backhaul topology.
UE-bearer-specific Id, UE-specific Id, UE’s access node IAB ID, or QoS information may be used (in combination or individually) on each hop to identify the PDU’s QoS treatment. The PDU’s QoS treatment may also be based on the LCID.
Routing table:
In the last RAN2 meeting, we have discussed the routing is the function of adaption layer, and Donor CU configures adaption layer of each IAB node, so routing table on each IAB node should be configured by Donor CU as well. 
Also, we agreed that in case of IAB RLF, IAB node shall be able to change the next hop for routing. So there should be at least one backup hop node address. 
In the following picture, we may have the content of each routing table on each IAB node.
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	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Next hop node address
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The header of the adaption layer should carrier Route ID of the routing table. In the manner of downlink, the Donor CU set the Route ID in the adaption layer header. When this route ID was carried to the next hop, the next hop IAB node shall read the Route ID, and retrieve the next hop node address. 
The next issue is whether the routing table should include the full path. As we see the routing table only contains three entries: Route ID and next hop node address. If we introduce all intermediate hops in the routing table, the routing table will be variable length, in that it is more complex for the Donor CU to configure the routing table. 
Furthermore, it is unnecessary to introduce all intermediate hops in the routing table. The IAB node only needs to know who the next hop is, and forward the packet to the next hop. 
Moreover, in this Rel_16 IAB, at least by far, for the target of simplicity, we don’t prefer multiple next hop entry in the routing table. If we configure more than one next hop node in the routing table, the IAB node would have to down select one of the next nodes. If so, indeed we violate the previous agreement, from centralized routing table configuration to distributed routing table configuration. So there should be only one next hop node to be included in the routing table.
Proposal 4: Routing table contents include the following items only:
· Route ID
· Next hop node address
· Backup next hop node address
In addition, in the manner of uplink, the destination address should the Donor DU. In the manner of downlink, the destination address should be the access IAB node. So for the same UE DRB/RLC Channel, there should be separate routing tables for DL and UL. 
Proposal 5: there should be separate routing tables for DL and UL.
It is quite obvious that in the access node, there is no need to configure the DL Routing table, because the next hop is the UE. In UL, the Donor DU also is unnecessary to be configured with Routing table, since the Donor DU will route all packets to Donor CU. So the firsthand IAB node is the most top IAB node configured with UL routing table. 
Proposal 6: Routing table is UE bearer specific. 
During the online discussion of the last meeting, we identified that bearer remapping can be used for load balancing, but this is also an issue of routing. Since we have agreed that the in case of RLF, the intermediate IAB node can locally reselect a backup IAB egress node, with that agreement, routing table is extended with “backup next hop address”, then the intermediate IAB node should be bestowed with more authority, such as local load balancing. 


Local selection in intermediate IAB node
In the figure above, when IAB1 sends a DL packet to IAB3, IAB3 can refer the “next hop address” (IAB5 we assume) and “backup next hop address” (IAB4 we assume) by the index of the adaption header. If IAB3 receives a hop by hop flow control feedback by IAB5, which means IAB3 should alleviate the DL transmission towards IAB5, then IAB3 should locally select the backup next hop node address for downlink transmission. 
But this mechanism only applies in hop by hop flow control. In end to end flow control, the congested IAB1 only send buffer status to Donor CU, and in hop by hop flow control, the congestion control signaling was sent to the parent node. So in DL, local route selection for load balancing only applies in hop by hop flow control. 
Observation 4: for DL, locally route reselection only applies in hop by hop flow control.  
Proposal 7: for DL, the intermediate IAB node should be able to locally select the backup next hop node in case of downstream node is suffering congestion. 
In UL, when IAB3 receives a packet from IAB4, IAB3 deduces that the “next hop node” is IAB1, with “backup hop node” is IAB2. But if BH1 is congested, IAB3 doesn’t know the congestion status of BH1. Even though, based on the current working assumption of flow control in UL, is BH1 is congested, IAB1 will not schedule UL grant for IAB3. So if there is a lot of data in L2 buffer unscheduled by IAB1, whereas no data in L2 buffer of the MAC entity of IAB2, IAB3 shall not further route this packet to IAB1, but re-route this packet to IAB2. 
Proposal 8: for UL, the intermediate IAB node should be able to locally select the backup next hop node in case of upstream node is suffering congestion. The judgment of congestion can be decided by the L2 buffer status, other criteria is FFS. 
According to the conclusion of last meeting, regarding the “routing ID”, two options are listed below:
· Option 1: destination IAB node or IAB donor-DU address
· Option 2: specific path identifier
In addition, we have also the agreement that both destination IAB node or IAB donor-DU address/ specific path identifier should be unique in Donor CU. Given the IP addresses for destination IAB node or IAB donor-DU address is 32bits for IPv4, 128bis for IPv6, which are all unique globally. So there is no need to introduce such a long ID for path identification. A specific path identifier configured by Donor CU would be enough. 
Proposal 9: introduce a specific path identifier configured by Donor CU as a path ID. 
3. Proposal
In this document, we present our view on the route selection, and have following proposals:
Observation 1: NR Cell ID and NCGI introduced unnecessary length given that these IDs are unique internal PLMN or global. 
Observation 2: UE F1AP ID introduces too many redundant ID for normal UE’s attached in IAB node/Donor DU. 
Observation 3: there is no need to introduce a globally unique IP address for IAB BH link. 
Observation 4: for DL, locally route reselection only applies in hop by hop flow control.  
Proposal 1: IAB BH ID should be unique within the IAB node/Donor DU.
Proposal 2: RAN2 to introduce a new ID for BH IAB link. 
Proposal 3: introduce a 4bits new ID to identify BH IAB link. 
Proposal 4: Routing table contents include the following items only:
· Route ID
· Next hop node address
· Backup next hop node address
Proposal 5: there should be separate routing tables for DL and UL.
Proposal 6: Routing table is UE bearer specific. 
Proposal 7: for DL, the intermediate IAB node should be able to locally select the backup next hop node in case of downstream node is suffering congestion. 
Proposal 8: for UL, the intermediate IAB node should be able to locally select the backup next hop node in case of upstream node is suffering congestion. The judgment of congestion can be decided by the L2 buffer status, other criteria is FFS. 
Proposal 9: introduce a specific path identifier configured by Donor CU as a path ID. 
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