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[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN2#105, when discussing intra-UE prioritization for scenario 2 on UL data/data collision (CG/DG, further extended to CG/CG collision), a recurring issue was brought up that a prioritization rule can only run in MAC if enough processing time is available for handling the prioritization and execute any potential resulting pre-emption of an UL transmission [1][2]. This was also a topic addressed in the related email discussion [3] in Q8 where a general consensus was that processing times should be assessed in RAN1 with split views whether this is visible or transparent to MAC. This processing latency argument came back again during the on-line discussions ion RAN2#105bis.
In this contribution we first show that minimum processing latencies to handle an UL grant are all taken care of in the physical layer and transparent to MAC in Rel-15, and that the same model can still apply to intra-UE UL prioritization in Rel-16. 
Discussion
1.1. Handling of minimum processing latencies in Rel-15
Dynamic grants
As illustrated in Figure 1, in Rel-15, a dynamic UL grant is ignored by the UE if it is received after a deadline defined by RAN1 as the minimum processing latency Tproc,2 before the starting symbol of the resulting PUSCH transmission (Section 6.4 of TS 38.214 [4]).  


[bookmark: _Ref787363]Figure 1: Minimum processing latency Tproc,2 for executing or ignoring an UL grant in Rel-15
It should be noted that when such “late” DCI is ignored by the physical layer it is not passed to MAC and such case is therefore transparent to MAC, which then will never generate a corresponding MAC PDU.

Observation 1: In Rel-15, when PHY receives a dynamic UL grant beyond a RAN1-defined minimum processing latency, it ignores the grant and this is transparent to MAC which will never generate a corresponding MAC PDU.

Configured grants
With Rel-15 MAC model, MAC does not assemble/generate a MAC PDU for a configured grant that is overwritten by a dynamic grant since the UL Grant reception procedure does not even deliver the configured uplink grant and associated HARQ information to the HARQ entity ([6], Section 5.4.1):

	For each Serving Cell and each configured uplink grant, if configured and activated, the MAC entity shall:
1>	if the PUSCH duration of the configured uplink grant does not overlap with the PUSCH duration of an uplink grant received on the PDCCH or in a Random Access Response for this Serving Cell:
2>	set the HARQ Process ID to the HARQ Process ID associated with this PUSCH duration;
2>	if the configuredGrantTimer for the corresponding HARQ process is not running:
3>	consider the NDI bit for the corresponding HARQ process to have been toggled;
3>	deliver the configured uplink grant and the associated HARQ information to the HARQ entity.



This also means that MAC must wait for the very last moment before assembling a MAC PDU for a configured grant to account for any late overriding by a dynamic grant. Similarly, when UE has no data in buffer (or not matching the configured grant channel mapping restrictions) MAC must wait for the very last moment for any potential late data arrival before deciding to skip the UL grant. It seems obvious that in both cases this last moment is defined by Tproc,2.  Note that the use of such minimum processing latency Tproc,2 for generating a PUSCH transmission on a configured grant was clarified in the context of a (late) Rel-15 discussion on PHR timing where it was concluded after on-line and final email discussion post-RAN2#104 ([104#21][NR] PHR timing (Nokia)) that Tproc,2 also defines the deadline for embedding a PHR MAC CE in a configured grant and therefore determining whether the reported PH value for an activated Serving Cell is based on real transmission or a reference format [5]. 



Figure 2: Tproc,2 and assembly time of a configured grant in Rel-15
Observation 2: Although Tproc,2 is transparent to Rel-15 MAC, a MAC PDU for a configured grant should only be assembled Tproc,2  ahead of the PUSCH resource to account for any late overriding by a dynamic grant or any new data arrival.

It should be further noted that, since Rel-15 PHY does not support intra-UE PUSCH pre-emption after a PUSCH has started being transmitted, a Rel-15 UE is not expected to receive a DG overriding a CG after the processing deadline for CG assembly/transmission.
Observation 3: A Rel-15 UE is not expected to receive a DG overriding a CG after the processing deadline for CG assembly/transmission.
1.2. Handling of minimum processing latencies in Rel-16
Compared to the above Rel-15 usecases, the intra-UE prioritization scenario 2 brings the additional behaviors ([7]):
· A configured grant (CG) can override an overlapping dynamic grant (DG) (Figure 3-right)
· A Rel-16 UE may receive a DG overriding a CG after the processing deadline for CG assembly/transmission, including the case where the CG transmission has started (Figure 3-left)
· A CG may pre-empt an overlapping DG after the processing deadline for DG assembly/transmission, including the case where the DG transmission has started (Figure 3-right)


[bookmark: _Ref4319372]Figure 3: New prioritization/pre-emption behaviours in Rel-16
From the above, it is clear that a prioritized PUSCH transmission can only pre-empt another on-going PUSCH transmission if it has enough processing time to do so. However, a difference with Rel-15 processing latency Tproc,2 is that this should now also include the MAC processing latency for running the prioritization rule, say T’proc,2 (Figure 3). Except this difference, the handling of processing latencies associated with any intra-UE prioritization usecase should be modelled in the very same way as in Rel-15. This results in the following proposals:
Proposal 1: RAN1 should specify a new PUSCH preparation procedure time T’proc,2, similar to Tproc,2, but accounting for the MAC processing latency for running a prioritization rule.
Proposal 2: When PHY receives a dynamic UL grant overlapping with a configured grant beyond a RAN1-defined minimum processing latency, T’proc,2, for running and executing the prioritization, it ignores the grant and this is transparent to MAC which will never generate a corresponding MAC PDU.
Proposal 3: A configured grant overlapping in time with a dynamic grant can only be considered for intra-UE prioritization before a RAN1-defined processing deadline, T’proc,2 ahead of the CG PUSCH resource, for running and executing the prioritization.
Proposal 4: Following the principles of proposals 1-3 inherited from Rel-15, processing latencies in intra-UE prioritization remain transparent to MAC.
Conclusion
This contribution discussed the handling of processing latencies in scenario 2 of intra-UE prioritization. The resulting observations and proposals are as follows:
Observation 1: In Rel-15, when PHY receives a dynamic UL grant beyond a RAN1-defined minimum processing latency, it ignores the grant and this is transparent to MAC which will never generate a corresponding MAC PDU.
Observation 2: Although Tproc,2 is transparent to Rel-15 MAC, a MAC PDU for a configured grant should only be assembled Tproc,2  ahead of the PUSCH resource to account for any late overriding by a dynamic grant or any new data arrival.
Observation 3: A Rel-15 UE is not expected to receive a DG overriding a CG after the processing deadline for CG assembly/transmission.
Proposal 1: RAN1 should specify a new PUSCH preparation procedure time T’proc,2, similar to Tproc,2, but accounting for the MAC processing latency for running a prioritization rule.
Proposal 2: When PHY receives a dynamic UL grant overlapping with a configured grant beyond a RAN1-defined minimum processing latency, T’proc,2, for running and executing the prioritization, it ignores the grant and this is transparent to MAC which will never generate a corresponding MAC PDU.
Proposal 3: A configured grant overlapping in time with a dynamic grant can only be considered for intra-UE prioritization before a RAN1-defined processing deadline, T’proc,2 ahead of the CG PUSCH resource, for running and executing the prioritization.
Proposal 4: Following the principles of proposals 1-3 inherited from Rel-15, processing latencies in intra-UE prioritization remain transparent to MAC.
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