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Introduction
[bookmark: _Hlk528065575]For operation in unlicensed spectrum, LBT-operation may be applied prior to any transmission.  Due to LBT failures in DL transmissions, a UE may miss the reception of RLM RSs. Due to LBT failures in UL transmissions, a UE may not be able to perform an uplink transmission in time. For either of reasons, additional latency may be incurred for the UE to be able to detect an RLF in time. Therefore, we may need to consider the impact of LBT failures into account and make necessary enhancements to the existing RLM/RLF procedure for NR-U. 
RAN2 has made below agreements regarding UL LBT failure handling.
Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF 
In this paper we further discuss how to design the procedure by incorporating the above RAN2 agreements. The discussions focus on the UL transmissions.
[bookmark: _Ref1046415]Discussions
[bookmark: _Hlk528094442]RLF triggering procedure
One of the main intentions of RLF procedure in LTE/NR is to assist the UE to perform a fast and reliable recovery without going via RRC_IDLE. It is beneficial to avoid unnecessary latency due to the RACH access in RRC IDLE. The procedure on radio link monitoring (RLM) and radio link failure detection/recovery is illustrated in Figure 1.

[image: ]
Figure 1 example on RLM and RLF triggering and RRC reestablishment procedure.
In LTE and NR licensed, there are several reasons that may lead to the radio link failure, including
1) Timer T310 expiry
While the UE is in RRC connected mode, the UE monitors the downlink radio channel quality based on the downlink reference symbol. The UE compares the measured downlink channel quality with the out-of-sync and in-sync thresholds, Qout and Qin respectively.  The physical channel evaluates the downlink channel quality, periodically sends indication on out-of-sync or in-sync, to layer 3. The UE layer 3 then evaluates if the radio link failure based on the in-sync and out-of-sync indications, that output from the layer 3 filter. When the consecutively received out-of-sync indications are beyond the counter N310, a timer T310 is started. While T310 is running, the radio link considered to be recovered if the UE consecutively receives N311 in-sync indications from the physical layer. 
When the timer T310 is expired, a radio link failure is declared by the UE.
2) Maximum number of RLC retransmissions in uplink is reached
3) Upon random access problem indication which means that PRACH preamble transmissions have reached the maximum counter (i.e., PREAMBLE_TRANSMISSION_COUNTER)

During an RLM procedure, the RLM RSs may be subject to LBT failures. Therefore, a UE may miss one or several RS receptions, which would impact on triggering of RLF. 
[bookmark: _Toc3982525]In DL, RLM RSs may be blocked by LBT failures, which may delay triggering of RLF. 
[bookmark: _Toc3982526]In UL, an RLF can be triggered by either maximum number of RLC retransmissions has been reached or maximum number of PRACH preamble transmissions has been reached. 
The same triggering reasons for an RLF are also applicable to the radio link belonging to SCG. Upon detection of a SCG-RLF, the UE Initiates the SCG failure information procedure to report SCG radio link failure to the gNB.
[bookmark: _Toc3982527]Upon triggering of a SCG-RLF, the UE reports SCG radio link failure to the gNB. 
Improved handling procedure for LBT failures
Based on the ongoing discussions, there are two possible options on how to handle the UL LBT failures
Option1: Introduce a new mechanism for systematic LBT failure in MAC
Option2: Reuse the current mechanism for the handling UL LBT failure, including the current MAC counters, i.e, preamble retransmission counter and SR counters, as baseline and discuss their behaviours at LBT failure separately
With Option 1, it is more future proofing. The LBT failures are handled by a separate mechanism which considers LBT failures for all uplink transmissions regardless of what type of transmission takes place. In this way, the logic of handing LBT failures is straightforward, and doesn’t affect other MAC procedures. While with Option 2, the LBT failures are handled by different MAC procedures depending on the type of transmissions. In this case, all MAC procedures would be affected. It brings additional complexity to the management of LBT failures. For example, all counters and timers in different MAC procedures may need to be well set considering potential occurrence of LBT failures for different types of transmissions. 

[bookmark: _Toc3982528]In case the LBT failures are handled by different MAC procedures, it just introduces extra logic in the UE and MAC specification, with no clear benefit. 
With Option 1, the monitoring of LBT failures should be seen just as another RLM procedure, which should not be associated to any UL transmission, e.g. RACH, SR, PUSCH, etc. Rather, if a UE is subject to persistent LBT failures, all UL transmissions are equally affected. Therefore, there should be an RLM procedure which counts LBT occurrences in UL transmissions and takes appropriate actions when excessive LBT failures occur, e.g. declare RLF at higher layers.
[bookmark: _Toc525415292][bookmark: _Toc525716464][bookmark: _Toc525834258][bookmark: _Toc528751446][bookmark: _Toc536639165][bookmark: _Toc536818518][bookmark: _Toc536818522][bookmark: _Toc528133][bookmark: _Toc528149][bookmark: _Toc1047898][bookmark: _Toc1078905][bookmark: _Toc3982521][bookmark: _Toc524125625][bookmark: _Toc524125673][bookmark: _Toc524126477][bookmark: _Toc524099404][bookmark: _Toc1032829]NR-U defines a separate RLM monitoring procedure for UL LBT failures, which can trigger RLF independently. 
Concerning the design details for the new mechanism, there are also several questions to answer.
Question 1: Introduction of a new timer or counter for counting the occurrences of LBT failures.
Question 2: uplink transmissions may apply different categories of uplink channel access. For better fairness between different transmissions, is it necessary to consider the channel access categories (category 1, category 2, category 3 or category 4) and channel access priority classes (CAPC) (in case category 4 channel access is chosen)?
For question 1, it is more reasonable to maintain both a timer and a counter, similar as in the ordinary RLM procedure in LTE and NR. In particular, if the number of consecutively occurred LBT failures reaches a maximum number (which is configured by the network), a radio link failure can be declared. In this paper, we focus on UL LBT monitoring. Therefore, we make below proposal:
[bookmark: _Toc1047899][bookmark: _Toc1078906][bookmark: _Toc3982522]Introduce an additional counter for UL LBT failure monitoring, e.g., upon a maximum number of consecutive UL LBT failures has been reached within a configured time, the UE declares a radio link failure. 
For question 2, it may be beneficial to maintain the timer and the counter per channel access category and per CAPC for category 4 channel access based transmissions. In this case, services or transmissions with higher priority levels may trigger RLF earlier than other services/transmissions with lower priority levels. To achieve this differentiation, different values of timers and counters can be applied accordingly. 
[bookmark: _Toc3982523]Support differentiation of UL LBT failure handling between transmissions with different channel access categories and channel access priority classes. 
Similar as SCG RLF report procedure, the UE can report SCG RLF to the gNB when the UE has experienced LBT failures consecutively up to a maximum number (which is configured by the network) in SCG.
[bookmark: _Toc1047900][bookmark: _Toc1078907][bookmark: _Toc3982524]The UE reports SCG radio link failure if the UE has experienced LBT failures consecutively within a configured time up to a maximum number in SCG. 
[bookmark: _Toc465844068][bookmark: _Toc465844075][bookmark: _Toc465844076][bookmark: _Toc465844077][bookmark: _Toc465844078][bookmark: _Toc465844079]Conclusion
[bookmark: _Hlk528066018]In section 2 we made the following observations:

Observation 1	In DL, RLM RSs may be blocked by LBT failures, which may delay triggering of RLF.
Observation 2	In UL, an RLF can be triggered by either maximum number of RLC retransmissions has been reached or maximum number of PRACH preamble transmissions has been reached.
Observation 3	Upon triggering of a SCG-RLF, the UE reports SCG radio link failure to the gNB.
Observation 4	In case the LBT failures are handled by different MAC procedures, it just introduces extra logic in the UE and MAC specification, with no clear benefit.

Based on the discussion in section 2 we propose the following:
Proposal 1	NR-U defines a separate RLM monitoring procedure for UL LBT failures, which can trigger RLF independently.
Proposal 2	Introduce an additional counter for UL LBT failure monitoring, e.g., upon a maximum number of consecutive UL LBT failures has been reached within a configured time, the UE declares a radio link failure.
Proposal 3	Support differentiation of UL LBT failure handling between transmissions with different channel access categories and channel access priority classes.
Proposal 4	The UE reports SCG radio link failure if the UE has experienced LBT failures consecutively within a configured time up to a maximum number in SCG.
[bookmark: _In-sequence_SDU_delivery] References
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