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1 Introduction
An email discussion regarding delay measurements in NR MDT was implemented. Specifically, there are two categories of solutions for implementation of UL delay measurement on the table right now: user plane solution (U1) and control plane solution. Firstly, comparison between them is made in this contribution. Then, our view on the choice of them is addressed. 
2 Discussion]
2.1 Description of 4 potential solutions

According to the email discussion, as indicated in the figure 1, RAN part (T2-T1) of the delay includes:

-
PDCP queuing delay in UE (plus the delay between UE pre-building RLC PDU and UE receiving UL grant, if UE pre-builds RLC PDU) (D1)

-    HARQ transmission delay

-    RLC delay (including segmentation/assembling and retransmission)

-    F1 delay

-    PDCP re-ordering delay in gNB.
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Figure 1: RAN part of UL delay

There are two kinds of UL delay measurement solutions:

-
User plane solution (U1): 

·      UE includes timestamp T1 into user plane PDU, e.g. PDCP header for gNB to derive UL delay as: T2-T1; 

-
Control plane solution: 

·      UE measures PDCP delay D1 and reports the statistics of D1 in RRC; 

·      gNB measures the rest of the delay D2 and derives UL delay as: D1+D2. 

For control plane solution, the D1 statistics can be reported with one of following options:

-
C1: Excess Packet Delay Ratio as defined in TS 36.314, i.e. same as M6 in LTE MDT

-
C2: Average PDCP delay

-
C3: Histogram of PDCP delay
It could be found that with user plane solution, the gNB could get the raw timing information---the timestamp included by the UE. With the knowledge of T2 obtained easily at gNB, gNB could easily know the real-time transmission delay information and therefore could learn the up-to-date transmission status, e.g., whether or not a sudden data transmission congestion occurs or oppositely, transmission status becomes better than before. However, the drawback of this solution is also obvious: more transmission resource must be consumed on the increased PDCP header overhead to accommodate the timestamp, and therefore leads to lower user data transmission rate. The situation becomes even worse, if the CN or the RAN requests the UE to include the timestamp in every UL data packet.

On the other hand, for the control plane solution, UE only needs to report the statistics of D1 to the gNB in the RRC message, which seems saves the air-interface transmission resource, and is considered as the advantage. However, the statistics of D1 may not reflect the real-time transmission status, as the statistics evaluates the overall transmission performance in the past duration. If the evaluation is implemented in every short duration, the RRC overhead to report the evaluation result is still significant, since the periodicity of RRC message transmission is short as well. But if the evaluation periodicity is enlarged, the statistics cannot reflect the real-time transmission status, which is deviated from the initial target of implementation of such measurement.
2.2 Comparison among 4 potential solutions

It is not easy selecting a solution. It may be beneficial to discuss the solutions from perspective of performance and efforts.
Since this topic is on QoS monitoring for URLLC. We would like to introduce the performance metric of accuracy, including timing granularity. And also the monitoring may be extended to different measurement requirements, e.g. statistic measurement and real-time accuracy, and need to satisfy different types of resource descriptions, e.g. QoS flow, DRB, slice, packet, etc. so performance of flexibility/scalability could be important. 

And about the effort, one of the key is about extra overhead of air interface interactions. Also, standardization efforts and easiness of interoperability worth considering, so as to guarantee the defined metrics could be widely adopted by network requirements.

In Table 1, the comparison among 4 potential solutions is demonstrated:

Table 1 Comparison among 4 potential solutions
	
	U1
	C1
	C2
	C3

	Description
	Timestamp in user plane PDU to enable delay calculation
	Excess Packet Delay Ratio reported over control plane
	Average PDCP delay reported over control plane
	Histogram of PDCP delay reported over control plane

	Overhead
	Timestamp in PDCP header
High if applied to all PDCP PDUs
	Signalling including IEs for excess packet delay ratio
High if for  fine-frained delay measurements
	Signalling including IEs for Average PDCP delay
High if for  fine-frained delay measurements
	Signalling including IEs for Histogram of PDCP delay
Highest overhead among control plane solutions with same time granularity

	Flexibility/Scalability
	Different granularities of delay measurements, i.e. per packet, per QoS flow or per DRB, could be easily achieved. In addition, it is flexible to only tag particular PDCP PDUs with timestamps. In such way, measurements could be done on certain ratio of packets transmitted, such as certain ratio of packets in a QoS flow, or certain ratio of packets in a DRB. 
	Different IEs defined for different types of measurements, per packet, per QoS flow or per DRB

Measurements are required to be configured with different time granularity or choices of packet, QoS flow or DRB, to achieve high delay measurement flexibility

	Accuracy
	Stochastic if timestamps are included in only part of PDCP PDUs, or else perfect accuracy
	Statistics
Besides, it maybe not easy defining a threshold for RAN unless the end-to-end latency is split among RAN, transport, CN, etc.
	Statistics
	Better

	Standardization efforts
	PDCP header extension with timestamp information

Timestamp information compression to reduce overhead
	Signalling for new measurement configuration and reporting

Definitions of new IEs

	Interoperability Simplicity
	Easy
	Consensus on formulas to derive statistics

	Summary
	1. It is observed that for delay measurements of coarse granularity, C1/2/3 are efficient, while U1 can reduce overhead by sparsely choosing PDCP PDUs to insert the timestamps. But for measurement of fine-granularity, i.e., the higher real-time delay measurement requirement, the more amount of overhead required by both U1 and C1/2/3.

2. Regarding accuracy, U1 can be good in case of dense delay measurements

3. U1 facilitates interoperability. It is so easy that even people without much CT knowledge could easily understand it and achieve consensus.




Observation 1: for delay measurements of coarse granularity, C1/2/3 are efficient, while U1 can reduce overhead by sparsely choosing PDCP PDUs to insert the timestamps. But for measurement of fine-granularity, i.e., the higher real-time delay measurement requirement, the more amount of overhead required by both U1 and C1/2/3.
Observation 2: Regarding accuracy, U1 can be good in case of dense delay measurements
Observation 3: U1 facilitates interoperability. It is so easy that even people without much CT knowledge could easily understand it and achieve consensus.

Therefore, if delay measurement is regarded important in 5G design, especially, if accurate and real-time delay measurement is needed, U1 should be considered as a very important potential solution. And for URLLC, real-time delay measurements seem needed to address immediate network issues. So U1 is at least one of delay measurements solutions to be considered.
Meanwhile, hybrid solution of C1/C2 could be considered if different requirements of delay measurements are envisioned.
Proposal 1:  capture table 1 into TR 37.816.
Proposal 2: U1 solutions should be adopted as one if not only delay measurement solution.
In addition, enhancement to the U1-based approach for reducing the overhead consumed on the timestamp transmission is also proposed to be discussed. For example, timestamp could be reported in a differential way: the integral timestamp is only included in the first report, and in the subsequent reports, the difference between the current time moment and the timestamp included in the last report is included, which might save the overhead space.   
Proposal 3: solutions could be further proposed for reduction of U1 overhead.
3 Conclusions
Observation 1: For delay measurements of coarse granularity, C1/2/3 are efficient, while U1 can reduce overhead by sparsely choosing PDCP PDUs to insert the timestamps, while for measurement of fine-granularity, i.e. the more real-time delay measurements which could be required by URLLC, both U1 and C1/2/3 requires non neglecting overhead.

Observation 2: Regarding accuracy, U1 can be good in case of dense delay measurements

Observation 3: U1 facilitates interoperability. It is so easy that even people without much CT knowledge could easily understand it and achieve consensus.

Proposal 1:  capture table 1 into TR 37.816;

Proposal 2: U1 solutions should be adopted as one if not only delay measurement solution.

Proposal 3: solutions could be further proposed for reduction of U1 overhead.
Annex
- TP for TR 37.816
Xx Evaluation of 4 potential solutions

It is not easy selecting a solution. It may be beneficial to discuss the solutions from perspective of performance and efforts.

Since this topic is on QoS monitoring for URLLC. We would like to introduce the performance metric of accuracy, including timing granularity. And also the monitoring may be extended to different measurement requirements, e.g. statistic measurement and real-time accuracy, and need to statisy different types of resource descriptions, e.g. QoS flow, DRB, slice, packet, etc. so performance of flexibility/scalability could be important. 

And about the effort, one of the key is about extra overhead of air interface interactions. Also, standardization efforts and easiness of interoperability is worth considering, so as to guarantee the defined metrics could be widely adopted by network requirements.

In Table 1, a comparison among 4 potential solutions is demonstrated:

Table 1 Comparison among 4 potential solutions

	
	U1
	C1
	C2
	C3

	Description
	Timestamp in user plane PDU to enable delay calculation
	Excess Packet Delay Ratio reported over control plane
	Average PDCP delay reported over control plane
	Histogram of PDCP delay reported over control plane

	Overhead
	Timestamp in PDCP header

High if applied to all PDCP PDUs
	Signalling including IEs for excess packet delay ratio

High if for  fine-frained delay measurements
	Signalling including IEs for Average PDCP delay
High if for  fine-frained delay measurements
	Signalling including IEs for Histogram of PDCP delay
Highest overhead among control plane solutions with same time granularity

	Flexibility/Scalability
	Different granularities of delay measurements, i.e. per packet, per QoS flow or per DRB, could be easily achieved. In addition, it is flexible to only tag particular PDCP PDUs with timestamps. In such way, measurements could be done on certain ratio of packets transmitted, such as certain ratio of packets in a QoS flow, or certain ratio of packets in a DRB.
	Different IEs defined for different types of measurements, per packet, per QoS flow or per DRB

Measurements are required to be configured with different time granularity or choices of packet, QoS flow or DRB, to achieve high delay measurement flexibility

	Accuracy
	Stochastic if timestamps are included in only part of PDCP PDUs, or else perfect accuracy
	Statistics

Besides, it maybe not easy defining a threshold for RAN unless the end-to-end latency is split among RAN, transport, CN, etc.
	Statistics
	Better

	Standardization efforts
	PDCP header extension with timestamp information

Timestamp information compression to reduce overhead
	Signalling for new measurement configuration and reporting

Definitions of new IEs

	Interoperability Simplicity
	Easy
	Consensus on formulas to derive statistics

	Summary
	4. It is observed that for delay measurements of coarse granularity, C1/2/3 are efficient, while U1 can reduce overhead by sparsely choosing PDCP PDUs to insert the timestamps. But for measurement of fine-granularity, i.e., the higher real-time delay measurement requirement, the more amount of overhead required by both U1 and C1/2/3.

5. Regarding accuracy, U1 can be good in case of dense delay measurements

6. U1 facilitates interoperability. It is so easy that even people without much CT knowledge could easily understand it and achieve consensus.




Therefore, if delay measurement is regarded important in 5G design, especially, if accurate and real-time delay measurement is needed, U1 should be considered as a very important potential solution. And for URLLC, real-time delay measurements seem needed to address immediate network issues. So U1 is at least one of delay measurements solutions to be considered.

Meanwhile, hybrid solution of C1/C2 could be considered if different requirements of delay measurements are envisioned.
In addition, enhancement to the U1-based approach for reducing the overhead consumed on the timestamp transmission is also proposed to be discussed. For example, timestamp could be reported in a differential way : the integral timestamp is only included in the first report, and in the subsequent reports, the difference between the current time moment and the timestamp included in the last report is included, which might save the overhead space.   
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