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1. Introduction 

Integrated Access and Backhaul (IAB) for NR WI RP-182882 [1] was approved in RAN#82 meeting. The RAN2-led work item includes:

· Specification of an IAB-node following architecture 1a including [RAN2-led, RAN3]: 

· Routing function on IAB-node to support forwarding across the multi-hop topology based on routing identifier. 

· Hop-by-hop propagation of signalling to support low latency scheduling (e.g. TR 38.874 clause 8.6), BH RLF handling (e.g. TR 38.874 clause 9.7.14-15) and resource coordination across the multi-hop topology (e.g. TR 38.874 clause 7.3.3). 

· UE-bearer to BH RLC-channel mapping and mapping between ingress and egress BH RLC channels functions for support of one-to-one and many-to-one bearer mapping.

· Specification of enhancements to L2 wireless transport [RAN2-led, RAN3]:

· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.
· Specification of signalling for L2 transport and resource management [RAN2-led, RAN3, RAN1]:

· Specification of RRC and F1-AP procedures and messages for: the setup and release of IAB-nodes; configuration of adaptation layer at the IAB-nodes and IAB-donor DU; configuration of BH RLC channels, QoS information, routing tables, bearer-mappings; configuration of means for network synchronization; and configuration for sharing of time-domain resources among backhaul and access links (see physical layer specification). 

· Specification of an IP address allocation mechanism for the IAB-nodes [RAN3]. 
· Specification of enhancements to bearer context setup/release procedures to support flow QoS across multiple hops. 

· Specification of signalling to enable aspects of radio-aware scheduling on IAB-nodes and IAB-donor DUs (e.g. as discussed in TR 38.874 clauses 8.2.4.2-3).
· Specification of enhancement for uplink resource request procedure and related signalling to enable low latency uplink data scheduling. 

· Specification of BH RLF handling (e.g. downstream BH RLF notification).
In this contribution, we address IAB route management related issues and propose the way forward for further discussion.
2. Discussion
2.1 General understanding on route management
Route management will, in our opinion, involve collection of measurements/feedbacks and based on these measurements and other policies, IAB-CU will perform route addition/modification/release procedure between IAB DU and CU. We think this could potentially be a RAN issue.

Proposal 1: CN involvement is not required for route management.
It is of importance to distinguish the backhaul link traffic from Uu link traffic on each IAB node in the adaptation layer so that it is clear if the packet is for next node or for the node itself. We believe this was discussed during the study item phase and there was an agreement to introduce an indicator e.g. in the adaption layer header of each packet to indicate the corresponding packet is for backhaul link or for Uu link.
Proposal 2: RAN2 to confirm that IAB DU is aware if the corresponding packet is for backhaul link or for Uu link.
2.2 Route configuration and activation
According to TR 38.874 [2] section 9.7.11, route selection can deal with short-term changes in IAB networks, whereas topology adaption can only deal with long-term changes. In email discussion [105#46][IAB] Routing, we input our view to divide the route management into two steps: long-term procedure and short-term procedure. We elaborate more details on the above long-term and short-term procedures and it is proposed that the route establishment procedure is divided into two steps.

Step 1: Candidate route identification and distribution (Long-term)
· Step 1-1: Candidate route identification will be triggered according to predefined event(s) on a remote node, e.g. emergence/disappearance of a node, link quality change, node load fluctuation. Assistance information e.g. measurement report, load information, candidate peer route information will be generated according to the triggered event and be transmitted from the remote IAB node to IAB-CU via intermediate nodes.  
· Step 1-2: After the IAB-CU receives the assistance information, it will update the route table which contains the candidate routes between individual remote node and donor node e.g. IAB-CU itself or the child node – parent node association locally. The detailed format of the route table could be specified later.
· Step 1-3: The IAB-CU may distribute the updated candidate route information to all concerned remote nodes in order to update their local candidate route information. The signalling to collect/distribute the candidate route information is to be specified. 
Step 2: Active route selection based on the candidate route information. (Short-term)     
The active route selection can be triggered by data transmission request. E.g. when a remote node has data to send to its upstream node, it will look for its local candidate route table and then select one or multiple next hop nodes according to some predefined criteria e.g. link quality, node load, other QoS parameters. The selection can be based on the up-to-date information collected by the individual remote node itself.   
Some benefits would be achieved by this two-step procedure as follows.
(1) Maintaining a route table is easier between nodes and such a table won’t change frequently unless a new node appears or an existing node disappears. A long term perspective can be taken while configuring routes.
(2)  The delay to transmit data on remote node will be reduced because each remote node can make their own decision according to its local route information and real time situation. The IAB-CU will be responsible for maintaining the availability of the route information. 
Therefore, we propose that
Proposal 3: Route establishment procedure should include at least two steps as follows, in which
Step 1: Route configuration stage: Candidate route identification and distribution. 
Step 2: Route activation stage: Active route selection based on the candidate route information. 
Proposal 4: IAB-CU will identify the candidate routes based on assistance information provided by remote nodes and distribute the candidate route information to concerned remote nodes afterwards. The signalling to collect/distribute the candidate route information can be left for FFS. 
Proposal 5: End node will activate route within the local candidate routes to transmit data according to predefined criteria and up-to-date situation. 
If the proposed two-step route management is agreed, then it implies that each IAB node including IAB-donor DU will store a local routing table. This local table will be distributed/maintained by IAB-CU. The route selection between configured/candidate routes could be performed per packet by packet transmission while taking into account the local assistance information. The route selection will be performed in a hop by hop manner with the decision made by each IAB node when a packet arrives. 
Proposal 6: Route selection is performed by each IAB-node based on a packet by packet and hop by hop manner. IAB-CU is not directly involved in the local route selection/activation.
As in TR38.874 section 9.7.8, the real time link quality and node load may vary from time to time. The reliable data delivery in accordance with QoS requirement is of importance to the backhaul link data transmission. In order to guarantee the performance of backhaul link, a backup or redundant route should be configured in IAB. Same criteria as listed above should apply for configuring and activating a redundant link.

2.3 Route reselection
Different with long-term topology adaptation procedure, route reselection should be executed in a timely manner. The proposals to divide the route management procedure into route configuration stage and route activation stage will be beneficial to support an agile route reselection procedure as the route reselection will be as same as a new route activation.
Route reselection could be triggered by child node e.g. the measured RSRP is getting worse or the child node is getting overloaded without enough uplink resources. From other aspect, in some cases it has to rely on the parent node to notify its child node to perform route reselection i.e. to select a new parent node. One example would be that the parent IAB-Donor DU or any intermediate IAB-node is overloaded and the other example would be the radio link between the parent node and its parent node is getting deteriorated and such information is hard for the child node to acquire. In order to support prompt route reselection, the trigger from both child node and parent node should be specified. 
Proposal 7: The route reselection could be triggered by either child node or parent node.
3. Conclusion
We propose RAN2 to discuss and agree on following proposals:

Proposal 1: CN involvement is not required for route management.
Proposal 2: RAN2 to confirm that IAB DU is aware if the corresponding packet is for backhaul link or for Uu link.
Proposal 3: Route establishment procedure should include at least two steps as follows, in which

Step 1: Route configuration stage: Candidate route identification and distribution. 
Step 2: Route activation stage: Active route selection based on the candidate route information. 

Proposal 4: IAB-CU will identify the candidate routes based on assistance information provided by remote nodes and distribute the candidate route information to concerned remote nodes afterwards. The signalling to collect/distribute the candidate route information can be left for FFS. 

Proposal 5: End node will activate route within the local candidate routes to transmit data according to predefined criteria and up-to-date situation. 

Proposal 6: Route selection is performed by each IAB-node based on a packet by packet and hop by hop manner. IAB-CU is not directly involved in the local route selection/activation.

Proposal 7: The route reselection could be triggered by either child node or parent node.
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