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1
Introduction
According to the WID of NR IIoT [1], the WI should address the following objectives for Rel-16:
	The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

· Address UL data/control and control/control resource collision by:

· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].

· specifying prioritization and/or multiplexing behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].


As highlighted above, one key objective for RAN2 is to specify the enhancements resolving resource collision between uplink grants that involve configured grants (CGs), including conflict between DG and CG, as well as conflict among multiple CGs. This contribution aims to provide our views on how such issue should be handled.
2
Discussion

During the SI phase of NR IIoT, a key topic that has been raised is relating whether MAC or PHY should handle resource conflicts between two uplink grants. For resource collision between two dynamic grants (a.k.a. Scenario 3), RAN2 has assumed that the later grant should override the earlier one so basically MAC PDUs corresponding to both grants will be delivered to PHY. RAN1 will further investigate how to deal the transmission of these two MAC PDUs. For scenarios that involve collision between dynamic grants (DG) and CG, and collision between multiple CGs, it is not yet conclusive which layer should be in charge of the prioritization. Nevertheless, from RAN2 point of view essentially it is agreed that, in cases where the MAC handle such issue, the prioritization should be conducted based on LCH priority and LCP restrictions. 
Such working assumption makes sense because LCH priority basically reflects to the latency requirements of data traffics from a LCH, so the LCHs corresponding to the DRB mapped to URLLC/TSN flows are generally configured with high LCH priority. In light of this, apparently the grant (and the MAC PDU generated for such grant) carrying data from higher priority LCHs should be prioritized for transmission in cases of resource conflict. However, the information relating to which LCHs with what priority levels are conveyed in a MAC PDU is generally transparent to PHY, so this is infeasible for the PHY to decide which MAC PDU (transport block) should be prioritized. One could argue that MAC may pass all detailed information relating to LCH priorities to PHY, but since a MAC PDU may comprise data from multiple LCHs, such approach is basically unrealistic due to potentially heavy cross-layer information exchange. Thus, in our views, the PHY should merely carry out operations such as stopping/cancelling transmission to prioritize certain grants based on MAC’s decision and/or instruction.  
Proposal 1: At least for the resource collision scenarios involving configured grants, intra-UE prioritization should be handled by the MAC layer.
In order to meet the time constraint of MAC PDU generation, whenever a grant is received, the MAC entity should process it immediately (the processing behaviour is depending on the which of the MAC’s RNTIs is associating to this grant). Thus, these grants, even if their PUSCH overlap in time, should be processed sequentially and deliver them to the associated HARQ entity for transmission. An exception in Rel-15 is the case where a configured grant collides with another dynamic grant, the MAC entity should refrain from processing the configured grant in this case as dynamic grants should always override configured grant according to the existing specifications. However, lifting such restriction is generally agreeable in Rel-16 as configured grants are typically targeted to convey high priority traffics and should not always be overridden by dynamic grants. 
On the other hand, when the MAC has received two or more conflicting grants, and each of them may be restricted to certain type of traffics (this is particularly true for configured grants that are configured to support specific service types). In such cases, one may consider these grants in parallel, and simply choose a grant based on the priority of LCHs that are allowed to be mapped to each of these grants. Nonetheless, as arrival of certain aperiodic delay-sensitive traffics can be quite spontaneous and non-predictable, it is not always appropriate for the MAC to decide which one of these grants should be chosen based on LCH priority and mapping restriction of these conflicting grants, before knowing the actual traffics that will be carried by these grants. In particular, some urgent  traffics from certain LCHs may arrive at any time after the grant selection is made, and delay-sensitive traffics cannot be mapped to the chosen grant and processed for transmission immediately, because the MAC PDU for the chosen grant may have been generated or is in transmission already, while other conflicting grants (which may be restricted to this newly arrived traffic) are already dropped. In summary, it is not reasonable to prioritize a grant that can carry high priority traffics while the buffer of such high-priority traffic is actually empty, or choose a grant merely based on data availability and miss the data arriving  after the grant selection.
Thus, to avoid situations like this, the most sensible approach would be processing grants sequentially, and carry out LCP to generate MAC PDU depend on data availability of different LCHs while obeying any configured LCH mapping restriction rules. This allows the MAC to directly evaluate the priorities of data that are actually carried by each of the grants. The MAC PDUs should be delivered to the HARQ entity for further processing once generated. Then, if the PUSCH relating to the uplink grant under processing overlaps with any other grants that have already been delivered to HARQ entity (the PUSCH of which may have already started) previously, the MAC entity should further compare the priority levels of LCHs that have been mapped to the grants that have already delivered and the priority levels of LCHs that are mapped (or to be mapped) to the grant under processing. Based on the comparison, the UE should behave as following:
· If the grant under processing will be carrying traffics with higher priority than the MAC PDU corresponding to the earlier grant, then the MAC entity delivers the new grant to HARQ entity for further processing, which implicitly instruct the PHY to stop the processing or transmission of the MAC PDU corresponding the earlier grant. 
· If the grant under processing is not to carry traffics with higher priority than the MAC PDU corresponding to the earlier grant, then the MAC entity should simply abandon the grant under processing instead of interrupting the processing or transmission of the MAC PDU corresponding to the earlier grant.

Such an approach provides a general solution that can tackle collision between DG and CG, as well as collision among multiple CGs. Note that MAC PDUs that have been stopped/cancelled by a later grant should be buffered for possible re-transmission as requested by HARQ NACK.
Proposal 2: For resource collision involving configured grants, the MAC should process the grants sequentially, and compare the LCH priority mapped (or to be mapped) on the colliding grants to determine the prioritization. 

Proposal 3: When the MAC processes a grant that overlaps another grant processed earlier, the MAC PDU for this grant should only be delivered to PHY if it carries traffics with higher priority than the MAC PDU of the previous grant. Otherwise, the MAC should abandon this grant.
Moreover, regardless how the prioritization is conducted, inevitably the transmission of deprioritized traffics will be delayed. In certain use cases such IIoT, a UE may have to concurrently handle multiple delay-sensitive traffic flows that originate from various types of applications and devices, so latency caused by intra-UE resource collision is undesirable to any of these traffic flows. Hence, RAN2 can further consider how to facilitate rapid transmission of traffics that have been delayed by intra-UE resource collision.

Proposal 4: RAN2 can further consider how to facilitate rapid transmission of traffics that have been delayed by intra-UE resource collision.
3
Conclusions
This contribution provides our opinions on intra-UE prioritization considering resource collision involving configured grants. Based on our analysis, the contribution put forward the following two proposals:
Proposal 1: At least for the resource collision scenarios involving configured grants, intra-UE prioritization should be handled by the MAC layer.
Proposal 2: For resource collision involving configured grants, the MAC should process the grants sequentially, and compare the LCH priority mapped (or to be mapped) on the colliding grants to determine the prioritization. 

Proposal 3: When the MAC processes a grant that overlaps another grant processed earlier, the MAC PDU for this grant should only be delivered to PHY if it carries traffics with higher priority than the MAC PDU of the previous grant. Otherwise, the MAC should abandon this grant.
Proposal 4: RAN2 can further consider how to facilitate rapid transmission of traffics that have been delayed by intra-UE resource collision.
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